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USING DATA TO BETTER UNDERSTAND THE WORLD AROUND US

People turn to Facebook to share with friends and family, find new businesses, and even 

connect with their elected representatives. We want to build products that help peo-

ple feel supported, safe, informed, engaged and included - creating a community that 

works for everyone. One of the best ways to build better features and experiences is to 

use data science to quickly and accurately understand what is happening on Facebook.

At Facebook, most research is focused on making sure we build products that are re-

sponsive to the needs of our community — not just based on our instincts or intuitions. 

Data is at the center of the products that provide value to people on Facebook every day. 

Facebook’s data, reach, and research tools can also help businesses, organizations, and 

governments make better decisions that improve lives. 

That’s why we’re excited about this report – it not only captures the successes that 

data and technology have had to make the world a better place, but also it highlights 

some of the challenges the data and technology community must address to generate 

an even larger impact.

At Facebook, we partner with trusted organizations globally to create data-driven solu-

tions to help solve the world’s most pressing problems - on and offline. In addition to 

partnering with the right organizations at the right time, our approach utilizes statistics 

and data processing to preserve privacy. These methodologies filter data signal from 

noise and make insights more effective. Finally, we have invested in internal privacy and 

review systems to build an infrastructure for ensuring ethical and privacy preserving 

data sharing processes. 

These are just the first steps that we are taking. We’ll continue to learn how to best 

contribute to efforts to build social value through data.

Chaya Nayak

Facebook Public Policy Research Manager
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Executive Summary

T he twenty-first century will be challenging on many fronts. From historically 

catastrophic natural disasters resulting from climate change to inequality to 

refugee and terrorism crises, it is clear that we need not only new solutions, but 

new insights and methods of arriving at solutions. Data, and the intelligence gained from 

it through advances in data science, is increasingly being seen as part of the answer. This 

report explores the premise that data—and in particular the vast stores of data and the 

unique analytical expertise held by social media companies—may indeed provide for a 

new type of intelligence that could help develop solutions to today’s challenges.

In this report, developed with support from Facebook, we focus on an approach to extract 

public value from social media data that we believe holds the greatest potential: data 

collaboratives. Data collaboratives are an emerging form of public-private partnership 

in which actors from different sectors exchange information to create new public value. 

Such collaborative arrangements, for example between social media companies and 

humanitarian organizations or civil society actors, can be seen as possible templates for 

leveraging privately held data towards the attainment of public goals.

THE POTENTIAL  
OF SOCIAL MEDIA INTELLIGENCE  
TO IMPROVE PEOPLE’S LIVES
By Stefaan G. Verhulst and Andrew Young
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Existing research on data collaboratives is sparse, but a number of recent examples show 

how social media data can be leveraged for public good. These include Facebook’s sharing 

of population maps with humanitarian organizations following natural disasters; pre-

dicting adverse drug reactions through social media data analysis in Spain; and the city 

of Boston’s use of  crowdsourced data from Waze to improve transportation planning. 

These examples and 9 additional cases are discussed in the full report.

By assessing these examples, we identify five key value propositions behind the use of 

social media data for public goals:

1 . SITUATIONAL AWARENESS AND RESPONSE

Data held by social media companies can help NGOs, humanitarian organizations and 

others better understand demographic trends, public sentiment, and the geographic 

distribution of various phenomena. In doing so, data contributes to improved situational 

awareness and response.

Case Studies:

 � Facebook Disaster Maps

 � Tracking Anti-Vaccination Sentiment in Eastern European Social Media Networks

 � Facebook Population Density Maps

2 . KNOWLEDGE CREATION AND TRANSFER

Widely dispersed datasets can be combined and analyzed to create new knowledge, in 

the process ensuring that those responsible for solving problems have the most useful 

information at hand.

Case Studies:

 � Yelp Dataset Challenge

 � MIT Laboratory for Social Machines’ Electome Project

 � LinkedIn’s Economic Graph Research Program
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Data Collaboratives can increase access to previously inaccessible datasets, thereby en-

abling more accurate modelling of public service design and helping to guide service 

delivery in a targeted, evidence-based manner.

Case Studies:

 � Facebook Future of Business Survey

 � Easing Urban Congestion Using Waze Traffic Data

 � Facebook Insights for Impact Zika

4 . PREDICTION AND FORECASTING

New predictive capabilities enabled by access to social media datasets can help insti-

tutions be more proactive, putting in place mechanisms based on sound evidence that 

mitigate problems or avert crises before they occur.

Case Studies:

 � Tracking the Flu Using Tweets

 � Predicting Floods with Social Media Metatags

 � Predicting Adverse Drug Events by Mining Health Social Media Streams and Forums

5 . IMPACT ASSESSMENT AND EVALUATION

Access to social media datasets can help institutions monitor and evaluate the real-world 

impacts of policies. This helps design better products or services, and enables a process 

of iteration and constant improvement.

Case Studies:

 � Sport England’s #ThisGirlCan

 � Using Twitter Data to Analyze Public Sentiment on Fuel Subsidy Policy Reform in El Salvador

 � Using Twitter to Measure Global Engagement on Climate Change

8



RISKS

Despite the potential of data collaboratives, companies 

and public organizations often have concerns about 

sharing data. Many of these concerns are legitimate: 

data sharing is not without risks and challenges. We 

identify four key risks and challenges, and discuss 

ways to mitigate them. These include:

PR
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HALLENGES

CONCERNS

RESPONSIBLY SHARING 
SOCIAL MEDIA DATA

FIGURE 1
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The most common concern expressed by individuals and companies involves 

the concern that sharing information may result in disclosing personally or 

demographically identifiable information, which may create privacy and/or 

security violations. Such concerns are not only natural, but very important: 

data sharing must not result in any dilution of protections for individuals, 

many of whom might not even be aware that the data was collected about 

them in the first place.

COMPETITIVE CONCERNS

Companies are often concerned that sharing data—usually without charge—

will threaten their commercial interests or affect their competitive advantage. 

While such concerns are important to address, our research into the field of 

cross-sector data-sharing1 suggests that this view is based on a false, ze-

ro-sum understanding of data collaboration and its potential. There are often 

methods of balancing competitive risk with data sharing for public good – such 

as aggregating data or sharing insights from datasets rather than the raw data.

GENERALIZABILITY, DATA BIAS, AND QUALITY

A key concern when using social media data involves the level of represen-

tativeness or data bias. Social media data is often gathered from a particular 

demographic subset, possibly ignoring so-called “data invisibles”—in-

dividuals, often from vulnerable communities, who are unrepresented in 

private or public datasets. For these reasons, caution needs to be exercised 

in extrapolating general observations from such data.

BARRIERS TO A CULTURE OF DATA SHARING AND COLLABORATION

Our exploration indicates that one of the chief obstacles to more wide-

spread data sharing—and one that may underlie other concerns—is a lack 

of understanding about the benefits of sharing social media data, and a 

lack of comfort and familiarity with such strategies. Social media com-

panies today operate in a rapidly changing environment where notions of 

collaboration, sharing, and mutual benefit are far more widely accepted 

as philanthropic and commercial propositions. Embedding these values 

in business operations is one of the central challenges—and greatest op-

portunities—facing social media companies today.
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Some social media corporations and organizations, including 

Facebook, the International Committee of the Red Cross, and 

United Nations Global Pulse, have started to explore frameworks 

to share data responsibly. For such efforts to succeed, they will 

likely need to include the following four elements to assure 

concerns are addressed meaningfully and legitimately:

FIGURE 2

11



TH
E 

PO
TE

N
TI

A
L 

O
F 

SO
C

IA
L 

M
ED

IA
 IN

TE
LL

IG
EN

C
E 

TO
 IM

PR
O

V
E 

PE
O

PL
E’

S 
LI

V
ES RISK AND VALUE ASSESSMENTS

Risks—including privacy, ethical and commercial concerns—ex-

ist across the social media data lifecycle, and include inaccurate, 

non-representative data entry during collection; insufficient, out-

dated, or inflexible security provisions during processing; incompat-

ible cultural or institutional norms or expectations during sharing; 

aggregation or correlation of incomparable datasets during analysis; 

and controversial or incongruous data usage. Assessing such risks, 

and the risks of not sharing data with the potential for transformative 

impact, is an important task for all data collaborative efforts.

NEW METHODS AND TECHNOLOGIES

Data responsibility frameworks will also need to evolve beyond 

written policies to create tools and technologies that enable flex-

ibility and context-specific implementation. Data responsibility 

decision trees, such as the Center for Democracy & Technology’s 

Digital Decision Tool, can be used to translate principles into a 

series of questions. Consideration of and experimentation with dif-

ferential privacy could also help to limit privacy risks. Similarly, a 

transparency report showing with whom data is being shared and 

toward what public benefit could help allay concerns about gov-

ernment misuse of private-sector data assets.
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Having a set of principles that can determine if and how social media 

data can be shared is important for accountability and effectiveness. 

While frameworks exist, data responsibility principles will need to be 

updated or newly designed to address emergent risks. Initiatives like 

the Signal Code and the Handbook on Data Protection in Humanitarian 

Action are important, but are limited to specific contexts and sectors. 

More broadly applicable and mutually agreed upon principles could 

lead to greater uptake and impact.

Principles and assessment frameworks have no value if there is no 

process in place to apply them or oversee their implementation. 

Including governance processes is a key element to achieve data 

responsibility. Such processes should be transparent and partici-

patory, while being flexible and responsive to different needs and 

contexts. For example, to accommodate collaborative research using 

social media data, Facebook designed an innovative review process 

that involved in-house training, different stages of review, and the 

application of evaluation criteria to determine whether to go ahead.
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INTELLIGENCE THROUGH DATA COLLABORATION
From our discussion, we derive a series of recommendations for developing data col-

laboratives, which we have grouped into four broad categories. Taken together, these 

form a roadmap for companies or organizations considering using data for public ends.

STEWARDS

Social media corporations should consider themselves, and act as, the standard bear-

ers for a new corporate paradigm of data stewardship. This coinage represents a move 

away from the concept of data as something to be owned and towards stewardship of 

data as a public good.

Social media companies should pioneer the role or position of Data Stewards within 

their organizations. Such individuals (or offices) would be tasked with matching and 

coordinating the demand and supply of social media data in a trusted way. These new 

positions could provide models for other companies considering the use of private 

data for public goals.

Among their other roles, Data Stewards could help develop new coordinating mecha-

nisms to unlock corporations’ supply of social media data sets with potential public 

interest value. Such mechanisms must include a due process to respond to data requests; 

a system for filtering or prioritizing certain kinds of information; and a method to ensure 

that the data being released matches public needs and demands.

EVIDENCE

A more detailed repository of case studies should be established to document im-

pact and practice. Such a repository, which could build on the foundation offered by 

the case studies presented here, would highlight best practice in value propositions, 

technical arrangements, and legal frameworks for data collaboratives and give strat-

egies for measuring impact.
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impact and value of data collaboratives. Companies and organizations involved in data 

sharing can together help develop better metrics of value and impact, and indeed, 

entirely new definitions of success.

We also need a more granular understanding of how available data matches in-

formation needs. Such an understanding can be achieved through data audit meth-

odologies and tools.

METHODS

In order to scale the use of data collaboratives and realize the potential of the underlying 

data, we need a better understanding and systematization of the methods for their 

deployment. Organizations and researchers should mine existing data collaborative 

experiments, such as those to be included in the repository described in the previous 

section, for examples of successful practice.

Lessons and observations from this can be translated and shared as a toolkit or 

roadmap for corporations considering sharing data. They would form the basis of a 

published (and ideally, openly available) “Best Practices” kit that would constantly be 

updated and improved, based on the latest evidence.

We also need a better understanding of new techniques used by Data Collaboratives 

to analyze and seek insight from data. The field is built on a number of emergent tech-

niques—including natural language processing, neural networks, computational social 

science, network science, sentiment analysis, data-mining and machine-learning—each 

of which needs further study in the context of data sharing .

Many nonprofit and civil society organizations lack the necessary expertise to apply these 

techniques within Data Collaboratives. Corporate data sharing initiatives need also to 

consider sharing their expertise in handling data—for example, through training ini-

tiatives, educational programs, informal peer- and practitioner-mentoring mentoring 

setups, and the development of affordable, user-friendly tools.

15



TH
E 

PO
TE

N
TI

A
L 

O
F 

SO
C

IA
L 

M
ED

IA
 IN

TE
LL

IG
EN

C
E 

TO
 IM

PR
O

V
E 

PE
O

PL
E’

S 
LI

V
ES MOVEMENT

Data sharing cannot be thought of in isolation from other activities or environments. 

Much more thought and energy needs to be directed toward developing a network for 

collaboration, supporting ecologies and a platform for sharing. What’s required is a 

Data Collaboratives movement.

To that end, efforts should be made to bring together various actors from the social 

media data community—including those currently acting as data stewards—at dedi-

cated convenings to share lessons learned; identify pain points; and develop common 

solutions, procedures, and practices.

Corporations could help facilitating such convenings by providing a venue (virtual 

or physical) where data providers and users can build knowledge in an emerging field 

and co-create ideas and insights.

Creating a supporting ecology means interacting with and nurturing all actors in that 

ecology. As mentioned above, the practice of data sharing needs to move beyond data 

per se to include a wider set of skills, expertise and knowledge areas.

As the data collaboratives and social media intelligence movement continues to take 

shape, engagement with the populations whose attributes and behaviors often make 

up the data held by social media companies will be key.

In addition to engaging with other skills, there also needs to be broader engagement 

with other actors whose decisions can play an important—perhaps even determin-

ing—role in the success of data collaboratives. Such actors could include policymakers, 

regulators, and potential funders, both for-profit and nonprofit (philanthropic).
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E very century throws up its particular challenges, but the twenty-first century is 

already shaping up to be one of the most demanding in recent history. From the 

growing severity of climate change, to increases in inequality and concerns over 

automation and joblessness, to burgeoning refugee and terrorism crises: the world faces 

a complex and often inter-dependent number of problems that have no easy answers.

We require not only new solutions, but new methods of arriving at solutions. It is clear that 

we need new forms of intelligence that will radically change how organizations and indi-

viduals innovate and search for insight. Data and the increasing “datafication” of everyday 

life represent an important piece of the puzzle. We live in an era where unprecedented 

amounts of information are being generated. It is widely recognized now that within these 

vast stores of information, dispersed across geographies and organizations, there exists 

the potential for truly transformative forms of collaboration and intelligence.

I . INTRODUCTION 

Today’s Problems 
Require New Intelligence

THE POTENTIAL  
OF SOCIAL MEDIA INTELLIGENCE  
TO IMPROVE PEOPLE’S LIVES
By Stefaan G. Verhulst and Andrew Young

18



TH
E 

PO
TE

N
TI

A
L 

O
F 

SO
C

IA
L 

M
ED

IA
 IN

TE
LL

IG
EN

C
E 

TO
 IM

PR
O

V
E 

PE
O

PL
E’

S 
LI

V
ES One of the central arguments of this report is that collaboration—across sectors, across 

borders, and across organizations—will offer the best hope of a pathway through our 

current dilemmas. The complexity of our problems means that no single actor is likely 

to be able to solve them. With globalization and greater interconnectivity, our problems 

are shared and collective, and it is only natural that our solutions must be collective, too. 

At its broadest level, this report is concerned with the search for precisely such a collab-

orative approach;  in particular, we look to the potential of leveraging data to provide a 

new type of intelligence that could help develop global solutions to global challenges.

THE UBIQUITY AND POTENTIAL OF SOCIAL MEDIA DATA

In considering the potential of data, it is natural to turn to the role of the large social 

media companies—Facebook, Twitter, Google, Microsoft, Pinterest, among many oth-

ers—that increasingly inform our social, economic, cultural and political lives. These 

social media platforms have over the past decade or so changed the nature of human 

interactions, and perhaps even what it means to be human.2 The constant streams of data 

they generate, often in real time, coupled with advances in data analysis and processing, 

offer an unprecedented insight into human behavior and contemporary life. Consider 

some of the following figures:

 � There are about 5.05 billion mobile users3, and 2.78 billion active mobile social users.

 � Facebook has 2.046 billion monthly active users4, and over 50 percent of its users5 

engage on Facebook at least once a day.

 � Facebook’s “like” button is pressed 2.7 billion times6 each day.

 � Twitter processes about 6,000 tweets7 every second, or half a billion (500,000,000) 

public tweets per day.8

 � Above all, there are an estimated 3.02 billion social media users, or about 40 percent 

of the world’s population,9 sharing and creating a constant stream of information
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As much as the sheer volume, it is the diversity of this data that is striking, and potentially 

transformational. Large social media platforms have created arguably the largest, richest 

and most dynamic evidence base10 for human life ever recorded in the course of history. 

Yet the collection of the data itself won’t provide value and insight. Several steps deter-

mine the social media data value chain (see picture). Social media technologies provide 

an unprecedented amount of data at a time when, more importantly, society’s ability to 

process, analyse and leverage massive amounts of data are also being transformed.

New forms of inter-sectoral collaboration across the 
data value chain—what we call a data collaborative—

are required in order to leverage social media data 
for the public good and provide for actionable social 

media intelligence that can improve people’s lives .

COLLECTION PROCESSING

FIGURE 3

SHARING ANALYZING USING

While justified debate and some controversy exist surrounding the way companies collect, 

analyze and use personal data (for instance, to microtarget advertisements), our focus 

in this report is on the design of a social media data value chain that can create public 

value. We argue that social media data—if properly processed, analyzed and used, with 

attention to concerns like privacy and security—could contain within itself answers to 

some of our most seemingly intractable questions, and provide for this new type of in-

telligence necessary to address today’s problems.
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range of expertise, intelligence and analytical capacity is brought to bear on the underlying 

information. Much social media data today is held in virtual silos, as the private property 

of companies that have generated it. This data will only meet its transformational potential 

if those silos are unlocked, and if the data is leveraged together with a wider community 

of researchers, policy makers, international organizations, NGOs  and others. New forms 

of inter-sectoral collaboration across the data value chain—what we call a data collabo-

rative—are required in order to leverage social media data for the public good and provide 

for actionable social media intelligence that can improve people’s lives.

THE PROMISE—AND CHALLENGES—OF SOCIAL MEDIA INTEL-
LIGENCE THROUGH DATA COLLABORATIVES

In this report, developed in collaboration with Facebook, we focus on one particular form 

of collaboration that we believe holds great promise: data collaboratives.11 Data collabo-

ratives are an emerging and increasingly common form of public-private partnership12 

in which actors from different sectors exchange information to create new public value. 

Such collaborative arrangements, for example between social media companies and hu-

manitarian organizations or civil society actors, can be seen as possible templates to bring 

about the social media intelligence we describe above. Data collaboratives are often built 

on more than simply the exchange of data; with the cross-sector exchange of expertise, 

knowledge, and resources also playing a key role in achieving success.

With the exception of certain data science conferences and journals, little analysis exists 

on emerging practices of leveraging social media data for creating public value. Most of 

the attention on how to use private data for public good is focused on mobile phone13 or 

satellite data and the resulting insights, or the use of data manually scraped from social 

media APIs with no direct collabroation. This report seeks to rectify this and provide a 

broad mapping across social media platforms and regions of how social media data is 

being leveraged to generate new insights and intelligence that can improve people’s lives. 

It is not meant to be fully comprehensive or academic, yet seeks to provide a frame of 

analysis and a conversation on the potential and challenges of social media intelligence.
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forts at leveraging social media data, through data collaboratives and other means, from 

around the world. These examples have been curated to illustrate the diversity of value 

propositions, data science techniques and sharing methods, and to be geographically, 

corporation and sector inclusive. The selection does not represent the full spectrum of 

private data sharing but seeks to provide a basis to consider the potential of social media 

intelligence to improve people’s lives.

While this report considers the positive potential of data collaboratives, we recognize that 

data sharing is not always easy, and comes with a number of risks and often legitimate 

concerns. These include doubts over the representativeness of data, and worries over 

consumer privacy and information security. Companies that have collected and possess 

data14 may also have competitive concerns about data sharing. We examine some of these 

concerns further below in Section III where we also discuss why sharing data is not only 

in the public interest,15 but often in the interests of companies that own the data too. We 

conclude with some steps that can be taken to incentivize private data holders both at an 

organizational and individual level to develop pro-active data sharing cultures.
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Creating Social Media Intelligence 
to Improve People’s Lives

I n January 2015, heavy rains triggered unprecedented floods in Malawi. Over the 

next five weeks, the floods displaced more than 230,000 people16 and damaged over 

64,000 hectares of land.17 Almost half the country was labelled a “disaster zone”18 

by Malawi’s government.

As the humanitarian crisis unfolded, relief agencies such as the Red Cross19 were faced 

with the daunting task of allocating aid and resources to places that were virtually unre-

corded by the country’s mapping data, and thus rendered almost invisible. Humanitarian 

workers struggled to navigate in many of the most affected areas,20 and one result was 

that aid did not necessarily reach those most in need.

To help prevent similar knowledge gaps in the future, researchers, volunteers and hu-

manitarian workers in Malawi and elsewhere, are turning to Facebook. In 2016, as part 

of its “Missing Maps” project, the Red Cross accessed Facebook’s rich population den-

sity data to find and map people who were critically vulnerable to natural disasters and 

health emergencies, but remained unrecorded in existing maps.

During local Mapping Parties,21 volunteers in Malawi used Facebook’s satellite and pop-

ulation data, in addition to other satellite imagery, to trace roads, houses, and water 

points across Malawi’s communities. Two years later, Missing Maps in collaboration with 

Facebook has identified more than 2 million people in Malawi,22 allowing aid and relief 

organizations to better plan projects in Malawi’s disaster prone areas.

Disasters kill nearly 100,000 and affect or displace 200 million people23 annually. As cli-

mate change is expected to increase the frequency and severity of disasters in the near 

future, leveraging social media data, crowdsourcing and other means will only become 

more important.
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laboratives—a new form of collaboration beyond the public-private partnership model, 

in which participants from different sectors— including social media companies, research 

institutions, and government agencies—can exchange data to help solve public problems.

Such collaboratives are emerging in a number of sectors and areas, including health, 

disaster response, education, poverty alleviation and more. The Malawi case is an ex-

ample of a collaborative that sought to establish enhanced situational awareness and 

subsequently improved response, one of a number of value propositions underlying social 

media data collaborative experimentation.

In what follows we will explore several similar examples where social media data was 

used to generate new kinds of intelligence for the pursuit of improving people’s lives. 

We consider these examples with reference to the following five value propositions:

SITUATIONAL AWARENESS AND RESPONSE

In addition to the Malawi Missing Maps discussed above, we focus on three initiatives 

aimed at improving situational analysis:

 � Facebook Disaster Maps

 � Tracking Anti-Vaccination Sentiment in Eastern European Social Media Networks

 � Facebook Population Density Maps

KNOWLEDGE CREATION AND TRANSFER

By bringing more and more diverse datasets to bear, the following efforts seek to fill 

knowledge gaps and ensure that those responsible for solving problems have the most 

useful information at hand:

 � Yelp Dataset Challenge

 � MIT Laboratory for Social Machines’ Electome Project

 � LinkedIn’s Economic Graph Research Program
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Access to previously inaccessible datasets can enable more accurate modelling of public 

service design and guide service delivery in a targeted, evidence-based manner. Exam-

ples include:

 � Facebook Future of Business Survey

 � Easing Urban Congestion Using Waze Traffic Data

 � Facebook Insights for Impact Zika

PREDICTION AND FORECASTING

New predictive capabilities enabled by access to social media datasets can help insti-

tutions be more proactive, putting in place mechanisms based on sound evidence that 

mitigate problems or avert crises before they occur. We examine the following examples:

 � Tracking the Flu Using Tweets

 � Predicting Floods with Flickr Metatags

 � Predicting Adverse Drug Events by Mining Health Social Media Streams and Forums

IMPACT ASSESSMENT AND EVALUATION

Access to social media datasets can help institutions monitor and evaluate the real-world 

impacts of policies and facilitate product- or service-enhancing iteration. For example:

 � Sport England’s This Girl Can

 � Using Twitter Data to Analyze Public Sentiment on Fuel Subsidy Policy Reform in El Salvador

 � Using Twitter to Measure Global Engagement on Climate Change
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TAXONOMY OF DATA COLLABORATION
For all the growing attention corporate data sharing has recently been re-

ceiving, it remains very much a fledgling activity. Much remains to be defined 

and understood, and there has been little rigorous analysis of different ways 

of sharing. A recent survey of the landscape24 conducted by the GovLab did, 

however, identify six main categories of activity along a spectrum of open-

ness and collaboration:

Data Cooperatives or Pooling—corporations and other important data-hold-

ers group together to create “data pools” with shared data resources;

Prizes and Challenges—corporations make data available to qualified applicants 

who compete to develop new apps or discover innovative uses for the data;

Research Partnerships—corporate data is often shared with universities 

and other academic organizations giving researchers access to consumer 

datasets and other sources of data to analyze social trends;

Intelligence Products—shared (often aggregated) data is used to build a 

tool, dashboard, report, app or another technical device to support a public 

or humanitarian objective;

Trusted Intermediaries—corporations share data with a limited number 

of known partners. Companies generally share data with these entities for 

data analysis and modelling, as well as other value chain activities; and

Application Programming Interfaces (APIs)—APIs allow developers and 

others to access data for testing, product development, and data analytics. 

Here we group instances where social media data was manually scraped by 

data users together with more open APIs since both data access mechanisms 

achieve many of the same benefits. The more manual approach, howev-

er, does lack some important advantages of more direct collaboration (e.g., 

cross-sector knowledge sharing) and more openly accessible data (e.g., min-

imal time and resources required to access data).
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ACCESSIBILITY COLLABORATION

DATA COOPERATIVES ACCESSIBILITY MATRIX

INTELLIGENCE PRODUCTS

DATA COOPERATIVES OR POOLING

RESEARCH PARTNERSHIPS

TRUSTED INTERMEDIARIES

APPLICATION PROGRAMMING 
INTERFACES (APIS)

PRIZES AND CHALLENGES

FIGURE 4

This diagram shows how accessible different types of data collaboratives are.  
For example, data cooperatives or pooling are less accessible (<) but have more (>) collaboration.
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Both the general categories data collaborative types and the specific character of individual 

data collaboratives exist on dual spectrums of data accessibility and direct collaboration. 

If a corporation provides an API (or a researcher scrapes data from a particular platform), 

for instance, accessibility or openness of the data is high but direct collaboration between 

the data provider and the data user is limited. A trusted intermediary arrangement, on 

the other hand, might see data remain inaccessible for the vast majority of society, but 

high levels of collaboration put that data into the hands of specific public entities in a 

position to act on it.

Our sample of case studies discussed in this report, while not perfectly representative or 

comprehensive, provides some early indication of which types of data collaboratives tend 

to be structured to leverage social media data. The current field of practice seems to be 

focusing primarily on the creation of intelligence products and the leveraging of trusted 

intermediaries to create new public value with social media data. We also see a wide array 

of researchers using social media data drawn from APIs or manually scraped from plat-

forms to create new insights. Data pools, on the other hand, are less prevalent—which is 

not surprising given concerns related to competitive advantage and privacy.

Similarly, our sample shows that social media platforms are enabling data collabora-

tives in a few sectors in particular. Crisis response, public health and urban planning, 

in particular, are leading the way. While there are clear reasons why these sectors are 

maturing at a rapid rate—e.g., the clear value proposition of helping to save lives follow-

ing a disaster—there is a clear need, and opportunity, for public sector and civil society 

actors across other sectors to be more imaginative in considering how data from other 

sectors can help them achieve their missions and better address public problems—from 

improving health outcomes to more targeted urban planning and beyond.

JAMES SUTTON
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In Action

I n what follows, we examine a number of existing social media data collaboratives 

that illustrate the five central value propositions introduced above. These initiatives 

were selected based on their current state of implementation, and diversity in terms 

of region, sector and partners. The case studies inform the key takeaways and recom-

mendations at the conclusion of this report.

Intended Public Benefit Case
Type of Data 
Collaborative

Sector Region

Situational Awareness 
and Response

Facebook Disaster Maps Trusted 
Intermediary

Crisis Response Global

Situational Awareness 
and Response

Tracking Anti-Vaccination 
Sentiment in Eastern European 
Social Media Networks

API Health Eastern Europe

Situational Awareness 
and Response

Facebook Population Density 
Maps

Intelligence 
Product

Infrastructure Global, focusing 
on developing 
countries

Knowledge Creation 
and Transfer

Yelp Dataset Challenge Prizes and 
Challenges

Various United States

Knowledge Creation 
and Transfer

MIT Laboratory for Social 
Machines’ Electome Project

Intelligence 
Product

Politics and 
Elections

United States

Knowledge Creation 
and Transfer

LinkedIn’s Economic Graph 
Research Program

Prizes and 
Challenges

Business United States

Public Service Design 
and Delivery

Facebook Future of Business 
Survey

Trusted 
Intermediary

Business Global

Public Service Design 
and Delivery

Easing Urban Congestion 
Using Waze Traffic Data

Trusted 
Intermediary

Infrastructure Global

Public Service Design 
and Delivery

Facebook Insights for Impact 
Zika

Intelligence 
Product

Health Brazil

Prediction and 
Forecasting

Tracking the Flu Using Tweets API; Prizes and 
Challenges

Health United States

Prediction and 
Forecasting

Predicting Floods with Flickr 
Metatags

API Crisis Response United Kingdom

Prediction and 
Forecasting

Predicting Adverse Drug 
Events by Mining Health Social 
Media Streams and Forums

API Health United States, 
Spain
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Type of Data 
Collaborative

Sector Region

Impact Assessment and 
Evaluation

Sport England’s This Girl Can API Health United Kingdom

Impact Assessment and 
Evaluation

Using Twitter Data to Analyze 
Public Sentiment on Fuel 
Subsidy Policy Reform in El 
Salvador

API, Research 
Partnership

Energy El Salvador

Impact Assessment and 
Evaluation

Measuring Global Engagement 
on Climate Change

API Climate Global

FIGURE 5
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ing partnerships with social media companies can assist humanitarian organizations 

and other public sector entities in myriad ways—for example, by providing resources 

and analyses to which those actors would not otherwise have access. Such data collab-

oratives can deliver on humanitarian missions of improving public value, and can more 

efficiently provide visibility into the needs of vulnerable communities.

In this section, we examine three projects that focus on situational awareness and re-

sponse. One case study analyzes public perceptions, and the other two leverage diverse 

datasets to map and analyze population movements and trends.

Case Type of Data Collaborative Sector Region

Facebook Disaster Maps Trusted Intermediary Crisis Response Global

Tracking Anti-Vaccination Sentiment in 
Eastern European Social Media Networks

API Health Easter Europe

Facebook Population Density Maps Intelligence Product Infrastructure Global, focusing on 
developing countries

FIGURE 6
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Featured Statistic or Number: Over 7 million people marked themselves as safe using 

the Safety Check feature following the 2015 earthquake in Nepal.25

Type of Data Collaborative: Trusted Intermediary

Sector: Crisis Response

Region: Global

PROBLEM STATEMENT

As Mark Zuckerberg noted in his 2017 post on using Facebook to build a global com-

munity,26 “Many dedicated people join global non-profit organizations to help, but 

the market often fails to fund or incentivize building the necessary infrastructure… 

There is a real opportunity to build global safety infrastructure.”

In the face of humanitarian crises, namely natural disasters, international organiza-

tions and first responders are in need of useful data on where people are, where they 

are going, if they are safe, and where resources should be targeted. Unfortunately, 

as Toby Wicks, data strategist at UNICEF notes,27 “Collecting high-quality data can 

be a time-consuming and costly exercise.”

According to Arif Husain,28 chief economist at the World Food Programme (WFP), 

the struggle to access and mobilize useful data is particularly challenging during the 

first 72 hours of a crisis. The difference between life and death following tsunamis, 

earthquakes and other natural disasters can amount to having visibility into the 

critical needs and areas where relief efforts should focus.

RESPONSE

In a collaboration with the International Federation of Red Cross and Red Crescent Soci-

eties (IFRC), UNICEF, and WFP, Facebook is attempting to fill that information gap with 

location and self-reported safety data collected from users in affected regions following 

natural disasters.29 Aggregated data30 on where people are, where they move over time, 

and where people have identified themselves as safe through Facebook’s Safety Check 

feature is being shared with these humanitarian organizations in the wake of crises. Molly 
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response organizations paint a more complete picture of where affected people are locat-

ed so they can determine where resources—like food, water and medical supplies—are 

needed and where people are out of harm’s way.”

Unlike the more openly accessible Google Crisis Map,32 the Facebook Disaster Maps initia-

tive is intentionally built around collaborations between Facebook and its humanitarian 

organization partners, many of whom were engaged early in the development process to 

help steer efforts toward the greatest impact.

As Facebook’s first data sharing initiative under its Data for Good program, the Facebook 

team knew it was balancing the need to provide organizations the information they 

needed to make accurate decisions during a natural disaster, with the need to protect 

user privacy and ensure that the data was shared in a responsible manner. Cooperation 

with trusted partners in the early stages allowed the program to take more risks to build 

datasets that the partners could realistically leverage during disasters.

Paige Maas, a Facebook data scientist behind the Disaster Maps initiative, saw “talking 

to experienced humanitarians” as a way to build an understanding of “where their data 

shortfalls were and how our data could potentially fill those gaps.”33 Early discussions 

also helped make clear what levels of temporal and spatial granularity would be most 

valuable in the shared data and maps.

To begin the collaboration in earnest, Facebook34 demonstrated to IFRC how its data 

and data-driven maps could shine a light on three historical disasters: and the Kaikoura 

earthquake in 2016, the Fort McMurray Wildfire in 2016 and Hurricane Matthew in 2016. 

The demonstration showed how Facebook’s data could provide insight into where and 

how people move following natural disasters.

Wicks35 is hopeful that datasets provided by Facebook can help UNICEF “respond to crit-

ical needs and deliver relief in quicker, more agile ways that are uniquely tailored to the 

children and women we serve.”
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Facebook’s Disaster Maps initiative provides partner organizations with three types 

of maps36 immediately following a natural disaster:

 � Location density maps showing people’s location (at an aggregate level) immediately 

before, during and after a natural disaster.

 � Movement maps between neighborhoods or cities following a disaster, providing 

insight into common evacuation routes or potential barriers to movement.

 � Safety Check maps showing where Facebook users have (and have not) used the 

platform’s Safety Check feature to mark themselves as safe following the disaster.

Maas notes that the Disaster Maps initiative was developed with a keen focus on the ques-

tion, “How can we make sure the data is useful while still protecting people’s privacy?”37 

With that question in mind, each of the three types of map seek to strike a balance where 

data is granular enough to be useful to humanitarians, but aggregated to a level that ob-

scures the release of any potentially harmful personally or demographically identifiable 

information. Whether or not Facebook and its partners are able to maintain this balance 

will only become clear over time.

Upon Disaster Maps’ launch, Jono Anzalone, vice president of international services 

at American Red Cross, described how the types of data and maps on offer could 

benefit humanitarian organzations: “Maps help us in so many ways—from distrib-

uting relief supplies to preparing communities for disasters. By sharing anonymized 

location, movement, and Safety Check data with the American Red Cross, Facebook 

is helping us sharpen the essential tools we need for targeting communities in need, 

delivering aid, and fighting disease.”38
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The Disaster Maps project was officially launched just two months before the writing of 

this report, so it has, unsurprisingly, had little direct impact to date.

7 .8 Magnitude Earthquake in Kaikoura, New Zealand
1 Square = 360 SQ . Meters

Population Decreases 
(where people are leaving)

1 Day After

Population Increase 
(where people are returning to)

3 Days After

This type of information can help response organizations understand which neighborhoods suffered the most damage 
following an earthquake and where people might be in need of help as they evacuate their homes and eventually return .

FIGURE 7

In a post39 written by the engineers, researchers and other Facebook personnel behind 

Disaster Maps, they advocate for humanitarian organizations “to use our data as a part 

of a broader set of data that help inform resource deployment. Specifically, they should 

take into account that our data represents this specific population and to consider it in 

the context of the other information they receive.”

While much of the use of Disaster Maps immediately following its launch aimed to verify 

if and how it could be useful through the analysis of previous disasters, the real-time 

use of the maps commenced in summer 2017. In its first two real-time uses, Disaster 

Maps were shared with regional actors following the flood disaster in Assam, India, and 

with the Red Cross and World Food Programme at the start of unprecedented rainfall and 

flooding in Houston during Tropical Storm Harvey and Hurricane Irma.40
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the biggest impact of Disaster Maps at this very early stage is the awareness building and 

inspiration it provides to other corporations and, in particular, social media companies. 

As Arif Husain argues, “Data is an indispensable resource in the world we live in, and we 

hope that other companies will come forward to support to bring their data, resources 

and expertise to support the world’s efforts to achieve the SDGs.”41  Furthermore, Disaster 

Maps has laid the groundwork for understanding how to share data with organizations 

while maximizing the value of the data and the privacy of users by leveraging statistics 

and data processing to make the data safer and filter data signal from noise.

Toby Wicks from UNICEF similarly sees the Disaster Maps initiative as an early step toward 

broader data collaboration built on social media: “Given the rapidly changing landscape 

and our limited resources, the smartest approach is likely to be a heavy emphasis on 

demand-driven partnerships, rather than significant expansion of our own capacity. 

This is one great example of the direction we’re going along that path.”42
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EUROPEAN SOCIAL MEDIA NETWORKS

Featured Statistic or Number: In 2012, 86 percent of anti-vaccine social media conver-

sations occurred on blogs

Type of Data Collaborative: API

Sector: Health

Region: Easter Europe

PROBLEM STATEMENT

As is the case across many parts of the world, recent years have seen an increase in 

anti-vaccine sentiment among citizens in Central and Eastern Europe and the Com-

monwealth of Independent States. This skepticism—or outright hostility—toward vac-

cination among many parents has been attributed to a number of potential root causes, 

including complacency arising from high vaccination rates, and thus low levels of related 

illnesses; mistrust in institutions responsible for immunizations; concerns regarding 

supposed side effects like autism and HIV; and the increased availability of anti-vaccine 

messages across the Internet. Witnessing an uptick in fear and distrust surrounding 

vaccinations in Eastern Europe, UNICEF recognized that they and other actors respon-

sible for children’s health had little understanding of how anti-vaccine messages spread 

across the Internet—social media in particular—and what the key drivers of this hostility 

toward immunization were across different communities.

RESPONSE

To help UNICEF and other actors craft more effective pro-immunization messaging pro-

grams in the region, researchers at UNICEF set out to monitor social media networks, 

including blogging platforms, forums, Facebook, Twitter, Tumblr, and YouTube; an-

alyze prevalent conversation themes according to volume, types of engagement, and 

demographics participating; identify influencers across languages and platforms; and 

develop specific recommendations for improving messaging strategies across languages, 

platforms and conversation themes.
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forms in English, Russian, Polish and Romanian, cleaning and anonymizing the data, and 

categorizing those conversations toward identifying key patterns. The analysis covered 

the period from May 1st through July 30th in 2012.

OUTCOME/DELIVERABLE/PRODUCT

The key findings from the research effort were collected in a UNICEF working paper43 

released during European Immunization Week in April 2013. The report shared a number 

of key findings related to anti-vaccine sentiments and discussions, including:

 � Blogs were the most frequently used channels for discussing anti-vaccination 

content in the identified languages—with 86 percent of relevant conversations 

in Romanian occurring on blogs, 85 percent of Polish conversations; 65 percent of 

those in Russian; and 47 percent of English conversations.

 � Facebook hosted a quarter of anti-vaccine conversations occurring in English; and 

24 percent of those occurring in Russian were on Twitter.

 � Forums accounted for only a very small percentage of total anti-vaccination 

conversations (2 percent) but saw the most heavily engaged audience—with 25 

percent of the total interactions among users (i.e., likes, comments, upvotes).

 � Facebook saw a similar but slightly less pronounced disparity between total 

conversations and user engagement—with 9 percent of the total anti-vaccine 

conversations across languages occurring on Facebook along with 21 percent of all 

interactions.

 � Future messaging efforts might also need to take into account gender differences 

that the working paper identified with respect to the content of posting on social 

media. For example, across all the languages studied, over 80% of those objecting 

to vaccines based on conspiracy theories, for example, were men, and 59% of those 

concerned about disabilities were women.
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ti-vaccine sentiment in different languages. Concerns over chemicals and toxins rep-

resented the vast majority in Romanian postings; side effects and chemicals and toxins 

were slightly more common than other issues in relevant postings from Polish speakers; 

nearly all anti-vaccine postings shared in Russian focused on religious and ethical be-

liefs; and a majority of posts in English tended to focus on either religious and ethical 

beliefs or conspiracy theories.

Romanian
Religious and Ethical Beliefs

Side Effects

Development Disabilities

Chemicals, Toxins and Unnecessaty

Conspiracy Theory

Polish

Russian

English

60%40%20%0% 80% 100%

FIGURE 8: ALLOCATION OF ARGUMENTS BY LANGUAGE FOR THE ANTI-VACCIONATION SENTIMENT

IMPACT

To inform future communications efforts toward increasing vaccination rates in Eastern 

Europe, the researchers identified three key spheres inhabited by those participating in 

anti-vaccine conversations on social media:

 � Individual Sphere—users driven by highly personal issues of concern or fear;

 � Contextual Sphere—users driven by a distrust of governments, pharmaceutical 

companies, international organizations and other actors, without necessarily being 

directly hostile to vaccines; and

 � Transcendental Sphere—users driven by more dogmatic negative attitudes toward 

vaccines derived from idealistic, religious or ethical beliefs.

This understanding helped UNICEF to develop targeted strategies for meaningfully en-

gaging  those inhabiting each sphere. Inhabitants of the Individual Sphere, for example, 

should be provided with pro-vaccine information and questions to ask doctors toward 

40



TH
E 

PO
TE

N
TI

A
L 

O
F 

SO
C

IA
L 

M
ED

IA
 IN

TE
LL

IG
EN

C
E 

TO
 IM

PR
O

V
E 

PE
O

PL
E’

S 
LI

V
ES building confidence in the decision-making process. Public health advocates should 

target those in the Contextual Sphere, on the other hand, with hard facts on vaccines 

and focus on transparency related to testing, ingredients, potential side effects and oth-

er issues that can drive distrust. Finally, those in the Transcendental Sphere should be 

monitored but not directly engaged as their beliefs leave them disinterested in dialogue 

with pro-vaccine actors.

It is unclear to what extent these recommendations were taken up in practice by UNICEF, 

and, if those efforts occurred, what their impacts were on vaccination rates in Eastern 

Europe. The effort did inspire follow-on work in Indonesia44 where the Ministry of Devel-

opment Planning (Bappenas), the Ministry of Health, UNICEF, WHO, UN Global Pulse and 

Pulse Lab Jakarta sought to build a deeper understanding of drivers of anti-vaccination 

sentiment, focusing specifically on Twitter.
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Featured Statistic or Number: Square kilometers analyzed to uncover population den-

sity: 21.6 million km

Type of Data Collaborative: Intelligence Product

Sector: Infrastructure

Region: Global, focusing on developing countries

PROBLEM STATEMENT

There are a number of potential strategies being pursued to connect the billions of people 

around the world who still lack Internet access. Cellular technologies are broadly bene-

ficial across the globe, but Wi-Fi hotspots and other limited-range access networks may 

prove useful for communities where people are separated by shorter distances, while cel-

lular technologies are more beneficial for all people across the globe. Backhaul networks 

also have the potential to create internet links, placing users closer together through a 

string of terrestrial point-to-point connections or via an aerial backhaul solution, such 

as unmanned aerial vehicles or satellites, for especially scattered settlements.45

However, we have little insight into which technological solution should be used in 

which locations, because we lack accurate knowledge about the population distribution 

in disconnected regions across the developing world. Moreover, creating a dataset with 

high spatial resolution could be a large undertaking for the countries that could ben-

efit most from better Internet connectivity. Among other issues, this data gap creates 

challenges for researchers and international organizations faced with the challenge of 

designing the right connectivity infrastructure to provide a more granular insight on 

population distribution, considering aggregate population counts and civil censuses are 

insufficient when standing alone.

RESPONSE

To gain a better grasp of population density in disconnected parts of the world, the 

Facebook Connectivity Team, along with its Core Data Science, Infrastructure and FAIR 

and Applied Machine Learning teams46 sought to collaborate with a number of actors 

42



TH
E 

PO
TE

N
TI

A
L 

O
F 

SO
C

IA
L 

M
ED

IA
 IN

TE
LL

IG
EN

C
E 

TO
 IM

PR
O

V
E 

PE
O

PL
E’

S 
LI

V
ES from across sectors. Working with data from DigitalGlobe, a satellite imagery company, 

focusing on 20 countries from across the developing world, the Facebook Connectivity 

Team reconfigured Facebook’s image-recognition engine to detect whether a satellite 

image contained a building. From there, the team developed a neutral learning network 

that could automatically identify outlines of buildings with high confidence.

Following the initial creation of the dataset through Facebook’s collaboration with Digi-

talGlobe, Facebook engaged Columbia University and the World Bank47 to further improve 

the quality of its data, and to explore practical uses—related to Internet connectivity and 

beyond. The team from Columbia used census data to validate the Facebook population 

density datasets and enable comparison and works toward more “coarse-grained data-

sets.” The World Bank’s Living Standards Measurement Study (LSMS) program then 

further validated these improved datasets through anonymized household surveys un-

dertaken in the priority locations.

With the help of the collaborators, Facebook then used machine-learning AI to handle 

large datasets and provide quick analyses of targeted countries in a turn-around time 

of just two weeks. From the resulting data, Facebook was able to develop internal tools 

that could test whether approaches were effective in a matter of hours.

FIGURE 9
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The Population Density initiative has yielded a staggering 350 TB of imagery48 across 

the 20 priority developing countries. The datasets can be accessed and downloaded at 

the Columbia University Center for International Earth Science Information Network 

(CIESIN) website.49

FIGURE 10

IMPACT

In total, the collaboration enabled the analysis of 21.6 million km2 of the priority coun-

tries, based on the processing of 14.6 billion images through the Facebook neural net-

work—more than ten times as much as all the images analyzed by Facebook on a 

daily basis.50 The dataset generated “provides the most accurate estimates of population 

distribution and settlements”51 for each target country. The settlement and population 

maps built from this data focus down to the level of 5 meters, and are the most granular 

of any dataset currently in existence.52
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these new insights into population density have had on its efforts to connect more people 

across the developing world to the Internet.

Robert Chen, the director of CIESIN argues that, “The innovative population distribution 

data produced through this collaboration will not only be useful to Facebook, govern-

ments, and other public and private groups in optimizing efforts to expand Internet 

access, but will also be available to the broader development community as a unique 

resource to help all parts of the world achieve the Sustainable Development Goals, wher-

ever people live.”53

To date, the Red Cross and Missing Maps program used the population density maps in 

order to inform a measles and rubella campaign in Malawi in partnership with the Ma-

lawi Ministry of Health and other international NGOs. Three thousand local Malawi Red 

Cross volunteers in these districts were trained on key messages and conducted roughly 

100,000 house-to-house visits over three days. Volunteers ensured that the households 

heard about the vaccination campaign and provided an opportunity to ask questions 

about the vaccine and the campaign – providing an important avenue to address the 

concerns of those who might not otherwise have brought their children to be immunized. 

Facebook’s high-resolution population data for Malawi, helped the Red Cross and Miss-

ing Maps in identifying areas with and without concentrations of people. This made the 

tracing much, much faster allowing the Missing Maps to filtered 97% of land space that 

were uninhabited areas out of the tracing tasks so that they could direct remote mappers 

towards areas that had features for them to map and thus get volunteers to households 

more efficiently.54

Specialists at the World Bank55 are  also “considering the use of the Facebook popula-

tion maps for specific projects in infrastructure planning and impact assessment, and 

in disaster relief activity planning and scenario analysis,” but it is not yet clear if those 

efforts have begun in earnest.
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conversation to publicly trending topics, and two that use social media data to enable 

prizes and challenges for uncovering new data-driven insights to benefit the public good.

Case Type of Data Collaborative Sector Region

Yelp Dataset Challenge Prizes and Challenges Various United States

MIT Laboratory for Social Machines’ Electome Project Intelligence Product Politics and Elections United States

LinkedIn’s Economic Graph Research Program Prizes and Challenges Business United States

FIGURE 11
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Featured Statistic or Number: $65,000 awarded to 13 different teams of students over 

four years

Type of Data Collaborative: Prizes and Challenges

Sector: Various

Region: United States

PROBLEM STATEMENT

Researchers and problem-solvers often lack access to aggregate-level data on aspects of 

the economy and built environment that could help to uncover new insights into public 

life. Due to this lack of accessible information, they are often unable to conduct targeted 

data analysis of the otherwise public datasets.

RESPONSE

In 2013 Yelp set out to organize a data challenge, providing public access to its crowd-

sourced review and ratings data in a way that could be tightly controlled and orchestrat-

ed by the company.56 Cash rewards were offered to winning teams of students submit-

ting original research that focused on using the data in innovative and analytical ways 

through myriad categories—including cultural trends, seasonal trends, and business 

changepoints.

To allay privacy and competitive advantage concerns, Yelp took precautions to protect 

their  shared data. Chief among them was the limited amount of data offered to research 

teams. Although the data was made publically available on the Yelp website for anyone to 

download, the dataset offered in the first round only featured reviews and ratings from 

the Phoenix metropolitan area. Moreover, the company emphasized that only academic, 

non-commercial applications of the data would be permissible.57
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The first round of the Yelp Dataset Challenge was announced in March 2013 and invited 

any student to submit an inventive insight or analysis built from the provided dataset.58 

Winning teams of students, as chosen by Yelp’s data mining engineers, received $5,000 

and the potential to win another $1,500 for publishing their work in a paper and present-

ing at a conference.59 In recent years, Yelp has greatly expanded the dataset it provides for 

every challenge. The dataset from the ninth round, announced in January 2017, featured 

ratings and reviews from 11 different cities in four different countries in addition to over 

200,000 images of the included businesses.60

In the four years since the beginning of the challenge, Yelp has awarded $65,000 to 13 

different teams of students. Notable past projects include On the Efficiency of Social Recom-

mender Networks61 from Princeton University and Personalizing Yelp Star Ratings: A Semantic 

Topic Modeling Approach62 from Yale University. More recent winning projects include From 

Group to Individual Labels Using Deep Features63 by a team at University of Oxford and Uni-

versity of California Irvine, and Semantic Scan: Detecting Subtle, Spatially Localized Events in 

Text Streams64 by a team from Carnegie Mellon University and University of Notre Dame.

These projects and reports are based on only a very small fraction of the data Yelp has 

collected across the world. Yelp will not honor requests from students for datasets out-

side the scope of datasets currently available. Still, though individuals who are not cur-

rently students are not able to participate in the challenge itself, they are free to use the 

datasets for themselves for academic, non-commercial purposes.
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Final Vacabulary (Features)

Remove Rare Words
remove rare words from the vocabulaty

FIGURE 12: DATA PREPROCESS FLOW

Raw Vocabulary

Word Stemming
transform words to their stem - base or root form

Remove Stop Words
remove word with no information value

Text Clean
remove all punctuations, digits and extra spaces

Raw Text

Source: Prediction of Yelp Review Star Rating Using Sentiment Analysis, pg. 2

IMPACT

Machine learning and natural language processing classrooms around the United States 

have incorporated the dataset challenge into their curriculums as course projects and 

assignments.65,66 Hundreds of papers have been published citing the Yelp dataset as a 

source and many more teams of students have made a submission to the challenge.67

As an example of the type of knowledge being created and publicly shared, one of the 

first winners and the most widely cited paper resulting from the challenge came from a 

team analyzing text reviews in order to improve the intelligence of recommender sys-

tems. Recommender systems are ubiquitous forms of artificial intelligence playing a 

key role in the data-driven economy. The team found that a recommender system—like 

Amazon product recommendations or Spotify playlist suggestions, among others—could 

be brought up to speed for new users more quickly by taking the text of a review into 

account in addition to its rating.68

Another winning team devised a way of analyzing reviews to determine separate ratings 

for hypothetical subtopics (such as service, decor or food quality) allowing consumers 

to make better-informed decisions based on their preferences and business owners to 

understand what aspects of their business are most in need of improvement.69
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Featured Statistic or Number: The day before the 2016 U.S. election, 43% of relevant 

Twitter conversations focused on foreign policy and national security; 15% on immigra-

tion; and 13% on guns.

Type of Data Collaborative:  Intelligence Product

Sector: Politics and Elections

Region: United States

PROBLEM STATEMENT

Until very recently, the public had limited options to engage meaningfully with political 

candidates during campaigns.70 Chatter of limited importance tends to command news 

coverage; horse race reporting is an often criticized, but seemingly inevitable staple of 

political media coverage.71 The media and the candidates also drive the broad-reaching 

conversation, while citizens and individuals often turn to social media echo chambers to 

discuss their political beliefs. Twitter in particular has become a favourite among pol-

iticians, journalists and everyday citizens alike for opining on the political news of the 

day.72,73 The sheer number of tweets— hundreds of thousands per day—presents a con-

siderable challenge to traditional methods of analysis and reporting on this chatter.74 How 

can this online collection of the real-time reactions and opinions of everyday Americans 

bring further insights and analysis? Is there a way to analyze data and open interactions 

on Twitter that is representative of public opinion on political matters?

RESPONSE

The Laboratory for Social Machines at MIT’s Media Lab is well equipped to study the behav-

ior of political conversations on social media due to its expertise in mapping and analyzing 

social systems using data science methods, and the lab’s access to Twitter’s firehose of 

real-time and historical tweets thanks to a gift from the social media company.75,76

In order to begin a pilot study of political conversations on Twitter, researchers devel-

oped two stages of machine learning algorithms. The first stage of algorithms learned 

to identify those tweets that were related to the election. This body of generally relevant 
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based on the specific issue being discussed. To supplement their study, the researchers 

also performed this analysis on thousands of news articles harvested every day from over 

30 news sites.77

In the end the researchers were successful in establishing a corpus of 2016 election-re-

lated tweets and news articles sorted according to 21 different policy issues including 

national security, the economy, healthcare, education, immigration, taxes and so on. 

As new material was classified and added to the corpus every day, the researchers were 

able to track how the magnitude of conversation related to any one of these issues 

changed over time.

OUTCOME/DELIVERABLE/PRODUCT

The centerpiece product of these analyses became the interactive visualizations [see image 

below], available on the Electome website for anyone to see and manipulate, depicting 

which issues and topics sparked the greatest share of the election-related conversation 

over the course of the 2016 presidential election.78 These data visualizations are primarily 

available in two forms. For each of the debates, conversations and topics can be tracked 

minute by minute.79 For the election season as a whole, the most active issues can be 

tracked on a daily basis.80 Also, the results of the Electome project are graphical visualiza-

tions depicting how Twitter users who regularly engage in election-related conversation 

are connected to other similarly engaged Twitter users.
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 FIGURE 1381

IMPACT

This first set of visualizations, depicting how interest in various issues on Twitter waxed 

and waned throughout the election season, is impactful first and foremost in providing 

a new body of political knowledge focused on the issues rather than metrics for winning 

or losing.
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FIGURE 15
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responsive to the issues that matter the most to the tweeting public. For example, early 

Electome results revealed that the media was spending a disproportionate amount of 

coverage on campaign finance, though Twitter conversations were dominated by national 

security and immigration. The Electome provided their analysis to various news sites such 

as the Washington Post,82 Bloomberg News,83 The Wall Street Journal,84 Fusion,85 Vice 

News86 and CNN87 to inform coverage of the election.88 The Electome also partnered with 

the Commission for Presidential Debates to provide analysis to the presidential debate 

moderators.89

The Electome visualizations also shed light on other phenomena such as increased polit-

ical polarization. The mapping of active political tweeters and their connections reveals 

how Clinton and Trump supporters were clustered in two isolated groups. Mainstream 

reporters overlap greatly with the former group and hardly at all with the later group, 

offering support for the idea of political bubbles.90

FIGURE 16
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FIGURE 17

Nevertheless, the Electome is a limited resource. First and foremost, the Electome can 

only claim to represent the members of the public who actually tweet, and only about 21 

percent of American adults use Twitter91—with even fewer users being active. An article 

in the Washington Post highlighted significant differences in a public opinion poll admin-

istered to the public at large and the analytics offered by the Electome.92 This discrepancy 

calls into question the usefulness of the Electome’s Twitter analysis in isolation.
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Featured Statistic or Number: 11 finalists selected to manipulate LinkedIn’s data to 

create useful economic insights

Type of Data Collaborative: Prizes and Challenges

Sector: Business

Region: United States

PROBLEM STATEMENT

Researchers often lack access to useful aggregate information related to different aspects 

of the economy that, if available, could help uncover useful insights and potentially 

spur job growth and economic activity. While there exists some data on the types of jobs 

available, what skills are needed, what skills individuals looking for jobs possess, more 

granularity and diversity of datasets on these and related topics could greatly enhance 

economic research efforts.

RESPONSE

LinkedIn sought to increase access and use of such economic data starting in 2014 with 

the Economic Graph Challenge.93 The challenge asked teams of academics from univer-

sities, think tanks, NGOs and other non-profit institutions to submit proposals for re-

search projects using LinkedIn data. The winning teams would be given $25,000 and the 

opportunity to implement their proposals as year long research projects using LinkedIn 

data. Unlike Yelp’s challenge, LinkedIn’s data challenge invited researchers of all expe-

rience levels to submit proposals, but only made the data available to those proposals 

that were accepted.

LinkedIn’s concerns about data security are evident in the design of the challenge and 

research program that they established. The researchers selected to work with LinkedIn 

are given limited access to the data. The data is only available in a sandbox environment 

and the data cannot be used beyond the scope of the specific research project they are 

working on. In addition, each researcher must undergo LinkedIn’s data privacy training, 

and researchers must receive permission from LinkedIn before presenting or sharing any 
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stages of the program to those proposals that would only require public LinkedIn data 

in aggregate form.94

OUTCOME/DELIVERABLE/PRODUCT

In the end LinkedIn received many more qualified proposals than it had expected. Instead 

of three finalists, LinkedIn allowed 11 teams to have access to its data for a year long 

research project followed by presentation at LinkedIn’s headquarters.95

Encouraged by the attention garnered at its first attempt to opening up its data to outside 

academic research, LinkedIn decided to bring back the program in a slightly different 

form. In 2017 LinkedIn engineering announced the newly established Economic Graph 

Research Program, a program that would also solicit proposals from academics but with 

added emphasis on forming long-term partnerships with those researchers as opposed 

to the one-time competition model with hard deadlines.96 Research proposals were in the 

process of being solicited and evaluated by LinkedIn as of summer 2017.

1

2

3

4

5

6

7

8

9

10

Communication 57.9%

Organization 56.5%

Teamwork 56.4%

Always Punctual 55.9%

Critical Thinking 55.8%

Social Skills 55.8%

Creativity 55.0%

Interpersonal Communication 55.0%

Adaptability 54.9%

Friendly Personality 54.6%

Top 10 Most In-Demand Soft Skills
(Based on % of members with skill who were hired into a new job)

FIGURE 18

In tandem with its new research program, LinkedIn’s in-house Economic Graph research 

team of economists and data scientists also compiles and publishes regular reports of its 

own analyses of LinkedIn data.97
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Thanks to the 11 finalists originally selected, novel insights have been gleaned from the 

LinkedIn data made available for academic research. One group of researchers discovered 

that there were significant gender disparities in how MBAs promoted themselves on their 

LinkedIn profiles. A second group identified various micro-industries and examined how 

workers moved within or between them. A third group set out to measure human capital 

and to rank industries and companies by this metric.98

LinkedIn’s own Economic Graph team also shares its research and insights into the pro-

fessional networking data it has at its disposal. This Economic Graph team has provided 

various news sites with data and analysis to help inform their reporting.99 Collaboration 

with the New York Times resulted in an article on the chances of successful promotion to 

the position of CEO and how they differ depending on a candidate’s age, gender or pre-

vious experience.100 Collaboration with the Wall Street Journal resulted in an article on the 

most in demand “soft skills”—e.g., communication, organization, teamwork—of that 

year.101 Next, LinkedIn plans to expand the economic graph initiative to help address the 

skills gaps in the United States.

Social media data collaboratives can provide public sector entities with new evidence to 

inform the design and delivery of myriad public services. As evidenced through myriad 

initiatives around the world,102 user-generated content on social media platforms can 

be analyzed toward better understanding public opinion and needs. New insights gained 

through such analyses can also inform transformative new approaches in infrastructure 

planning, sanitation efforts, and other areas of public concern.
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oratives to improve public service design and delivery. One case is focused on effective 

urban planning, while the other two aim to create new evidence-based interventions in 

the heath and economic sectors.

Case Type of Data Collaborative Sector Region

Facebook Future of Business Survey Trusted Intermediary Business Global

Easing Urban Congestion Using Waze Traffic Data Trusted Intermediary Infrastructure Global

Facebook Insights for Impact Zika Intelligence Product Health Brazil

FIGURE 19
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Featured Statistic or Number: 90,000 businesses responded to survey in first seven 

months

Type of Data Collaborative: Trusted Intermediary

Sector: Business

Region: Global

PROBLEM STATEMENT

Fostering the success of businesses in a mobile economy demands a good understand-

ing of their needs and environment. Small- and medium-sized enterprises (SMEs) are 

of particular interest to policymakers, researchers, and other businesses because they 

are often an important source of innovation and economic growth.103 Getting accurate 

and timely information on SMEs is challenging even in developed countries with good 

government data collection because of the costs in time and money of administering 

traditional surveys and the difficulty of reaching SMEs. In developing countries, it has 

been all but impossible.

RESPONSE

Surveys conducted through social media offer a potent way to connect with business 

owners to gather such information and acquire a more complete picture of what is 

happening in those economies. As members of the Global Partnership for Sustain-

able Development Data, Facebook, the World Bank, and OECD developed the Future 

of Business Survey to provide timely, policy-relevant aggregated data to help inform 

decision-making at all levels.

OUTCOME/DELIVERABLE/PRODUCT

In February 2016, in collaboration with the World Bank and OECD, Facebook launched a 

15 item monthly survey targeted at SMEs with an active Facebook business page from 13 

high income countries and nine middle income countries.104 The survey asked SMEs about 

current and future business activity; perceived challenges such as attracting customers, 

62



TH
E 

PO
TE

N
TI

A
L 

O
F 

SO
C

IA
L 

M
ED

IA
 IN

TE
LL

IG
EN

C
E 

TO
 IM

PR
O

V
E 

PE
O

PL
E’

S 
LI

V
ES maintaining profitability, and economic uncertainty; business characteristics like industry 

type, company age, and number and gender of employees; and strategy questions about 

use of online tools and engagement in international trade. Two questions—about the 

current state of their business and their expectations for the next six months—are used 

to create a composite Business Confidence Indicator.105

Company age
How old is your company?

Less than 1 year

1-3 years

4-5 years

6-10 years

More than 10 years

Don’t know / prefer not to say

18%

27%

27%

13%

13%

3%

Company size
How many employees are there in your budiness?

Just me

2-4

5-9

10-19

20-49

50-249

250+

Don’t know / prefer not to say

33%

35%

13%

7%

4%

3%

2%

4%

*Mainly female/male at least 65%

Mainly female*
Mainly male*

Balanced

Management gender
How many people are in the top management  
of your company [female /male]?

27%

27%

27% 3%

FIGURE 20

The initial results were collated in the Future of Business Survey, which was released in 

September 2016. Subsequent reports have focused on management gender (January 2017), 

trade (January 2017), learning and growing together (May 2017), and international trade 

(August 2017).106 A dashboard (www.futureofbusinesssurvey.org) offers tools to visual-

ize and interpret the data by country and time, methodology, and anonymized data for 

download.

63

http://www.futureofbusinesssurvey.org


TH
E 

PO
TE

N
TI

A
L 

O
F 

SO
C

IA
L 

M
ED

IA
 IN

TE
LL

IG
EN

C
E 

TO
 IM

PR
O

V
E 

PE
O

PL
E’

S 
LI

V
ES IMPACT

In the first seven months, the survey generated responses from over 90,000 businesses in 

22 countries: US, Canada, Germany, Spain, France, UK, Poland, Brazil, Mexico, Argentina, 

Colombia, India, Australia, Indonesia, Thailand, Vietnam, Ireland, South Africa, Israel, 

Egypt, and Japan. Since the launch of the report, the survey has expanded to include more 

than 140,000 respondents in 42 countries,107 and the organizers hope to scale globally to 

include other countries with a sufficiently high number of SMEs.
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FIGURE 21

The Future of Business Survey is relatively new, making it difficult to point to specific in-

stances of impact or influence. By filling data gaps with standardized data across countries, 

the organizers hope that going forward, the Survey will inform the market about SMEs and 

show how the technology industry and governments can support SME success.108
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Featured Statistic or Number: Led to an 18 percent reduction in congestion in partner 

district in Boston

Type of Data Collaborative: Trusted Intermediary

Sector: Infrastructure

Region: Global

PROBLEM STATEMENT

Major cities throughout the world struggle with traffic congestion, creating delays and 

wasted driver and passenger time; fuel wastage and increased vehicle wear-and-tear; in-

creased air and carbon pollution; stress, fatigue, road rage and diminished driver health; 

and increased collision rates. Cities with high rates of car use where infrastructure is 

challenged by existing, often antiquated construction or inadequate investment are par-

ticularly vulnerable to congestion problems. At the same time, real-time navigation 

apps are creating additional challenges for transport planning by encouraging drivers 

to take shortcuts through residential neighborhoods to shorten their commute times.

RESPONSE

Waze, the most widely used crowdsourced traffic and navigation platform, partnered with 

cities and government agencies to share publicly-available incident and road closure data 

through its free Connected Citizens Program. The collaboration was launched in 2014 with 

ten city partners, and now has over a hundred partners, including city, state and national 

government agencies, nonprofit organizations, and emergency services. Waze provides 

real-time incident and slow-down information sourced from drivers themselves, while 

partners contribute real-time information about construction, crash and road closures.109

OUTCOME/DELIVERABLE/PRODUCT

Partners have access to a portal, through which they can define the content and format 

of data they will share with Waze, and the content and data they will receive. Waze offers 

three datasets: Traffic View tool, which shows real-time traffic compared to historical 

65



TH
E 

PO
TE

N
TI

A
L 

O
F 

SO
C

IA
L 

M
ED

IA
 IN

TE
LL

IG
EN

C
E 

TO
 IM

PR
O

V
E 

PE
O

PL
E’

S 
LI

V
ES data for the area; unusual traffic emails; and Waze XML/JSON API. In return, partners 

can share data about closures and incidents; crisis centers such as emergency shelters; 

speed limits, school zones, HOV lanes and license plate restrictions; real-time snow plow 

and garbage truck feeds; road conditions; and the locations of businesses, parking, and 

electric vehicle charging stations. Through the portal, partners are also able to request 

access to data tools and standards, and have access to the partners’ forum, in which they 

can communicate directly with other partners and share ways of working with the data.110

IMPACT

Most immediately, partners benefit from the CCP through faster incident reporting. Ac-

cording to one case study, Waze users reported crashes 4.5 minutes before the incident 

was reported through 911 or its local equivalent.111 Waze’s mapping capacity allows accu-

rate locating of incidents, improving response and clearing times and potentially saving 

lives.112 According to the FCC, reductions of one minute in ambulance response time can 

translate to over 10,000 lives saved annually in the US.113 City partners like Boston have 

been able to integrate this incident reporting into existing traffic management systems 

to create a single real-time map view used in their traffic management center.114

CCP has several higher-level benefits to data collection and planning. The portal offers 

partners access to Waze’s data standards for closure and incident reporting, to reduce 

data fragmentation and promote aggregation. It offers insight into hotspots with fre-

quent congestion or incidents to promote better urban and transport planning. One of 

Waze’s early partners, the city of Boston, was able to use CCP to identify problematic 

intersections in one district, analyze and experiment with signal timing, and measure its 

impact, to achieve an 18 percent reduction in congestion.115 The Waze data enabled them 

to analyze not only the effect on the intersections themselves, but the follow-on effects 

to surrounding streets and intersections, to ensure the signal timing changes were not 

simply redistributing congestion. Boston also used the Waze data to assess the effects of 

transit signal priority for buses on congestion on streets crossing the bus routes, and the 

impact of construction on congestion and potential mitigation for this.116

Finally, Waze hosts partner summits and an online forum to encourage cross-pollination 

of ideas between partner cities and organizations,117 a functionality that Boston CIO Jascha 

Franklin-Hodge describes as hugely valuable for moral support, idea sharing, inspiration, 
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its data-driven traffic planning and subsequently used Waze data before and during the 

2016 Summer Olympics to guide building of new highways for Games-related traffic. 

During the Games, the city used a new API with Waze to automatically update the WAZE 

map with more than 430 road closures throughout the city, producing a 24 to 27 percent 

decrease in congestion during the morning commute.119

Although the data itself is beneficial, many city planners are deeply skeptical of the 

ability of apps like Waze to benefit cities. At its core, Waze is a navigation app for driv-

ers, intended to minimize their commuting time by using all available roads, including 

residential side streets, to avoid traffic bottlenecks. In Fremont, CA, Waze users began 

to take to small streets in residential neighbourhoods to avoid freeway congestion. When 

chief transportation engineer Noe Veloso contacted Waze, he was told that the only solu-

tion was to change traffic rules to make side streets less attractive. He instituted com-

mute-hour turn restrictions on the most heavily-used cut-through routes, but believes 

this may only have moved the problem to other neighborhoods.120

FIGURE 22
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navigation apps and the need for policy and regulatory measures to mitigate them, but 

stresses the importance of separating the data from the apps: “There’s a set of data that 

Waze has opted to make available that we can and should use to help us better manage 

the road system. Non-engagement is an inappropriate and frankly unhelpful response 

to disruption you don’t like.”121 Describing this kind of data use as “emerging best prac-

tice”—with Uber and Lyft similarly sharing data to inform urban planning122—he de-

scribes Waze’s decision to make this data available free of charge to cities as progressive 

and praiseworthy:

“Waze deserves a tremendous amount of credit for recognizing the po-

tential partnership opportunities with cities and municipalities, and for 

actively exploring them. Most companies trying to disrupt or innovate in 

transportation are looking to keep government at arm’s length or to ex-

tract additional revenue from government…[W]e are trying to evolve the 

transportation system, and therefore we are part of a greater whole that 

has a significant governmental component. If we want to be a positive 

participant in that system, we should be reaching out to people in govern-

ment and helping them and finding ways that we can work with them to 

improve the quality of our service and the impact it has on communities. 

I’m optimistic that [this kind of approach] is actually the future as these 

companies go from early-stage disruptors to critical parts of the transpor-

tation ecosystem, and I hope that government is there to meet them.”123
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Featured Statistic or Number: In 2016, 58 percent of Facebook posts in Brazil related to 

Zika were created by men

Type of Data Collaborative: Intelligence Product

Sector: Health

Region: Brazil

PROBLEM STATEMENT

During a health crisis like the 2016 Zika epidemic in Brazil, health organizations and 

governments must understand the public conversation in order to create effective public 

information campaigns with the widest possible reach. In the past, the only way this 

information could be gained was through surveys and focus groups, which are expensive 

to conduct and often too slow to deliver insight. Since the expectations of the survey or 

focus group organizers shape the questions asked and thus the answers received, their 

results may also obscure important insights that could lead to a more effective campaign.

RESPONSE

Social media gives inexpensive, near real-time access to public discourse on health crises 

through surveys and data analysis of user-generated content,124 but also a vehicle for 

delivering timely, relevant and efficient public service announcements to a wide audience 

that may not access traditional media.

Aware that 90 percent of Brazilians use Facebook every month, Facebook and UNICEF 

Brazil collaborated to determine whether insights gleaned from data analysis of ano-

nymized Zika-related Facebook posts could help UNICEF’s social media awareness cam-

paign to convince more Brazilians to take action to protect themselves from the virus.125 

Between May and August 2016, Facebook and data consultancy ActionSprout conducted 

surveys of Brazilian Facebook users and analyzed their user-generated Zika-related 

content to better understand the public conversation. The two organizations evaluated 

the data to find out who was posting and sharing information about Zika and what they 

were sharing, to determine what their concerns were. Their study then looked in detail 
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ed by Zika. After analyzing the results, UNICEF Brazil launched a series of data-driven 

campaigns based on this information.126

OUTCOME/DELIVERABLE/PRODUCT

Facebook analyzed 17.3 million aggregated and anonymized interactions between May 5 

and August 31, 2016, comprising 1.8 million posts, 13 million likes, 1.6 million comments 

and over 850,000 shares.127

At the outset, UNICEF and Facebook had assumed that women of childbearing age would 

be most concerned about Zika, and hence most active in posting and sharing about it. 

The data did indeed reveal that the most at-risk population for Zika by age was also the 

most engaged with Zika-related content on Facebook: 66 percent of posts were created 

by Brazilians between the ages of 18 and 34.128 However, the data analysis also yielded 

a surprise: women aged 18 to 24 were the least likely to be posting and sharing about 

Zika—less likely than those over 35—while men aged 18 to 24 were most likely to post 

and share.129 Overall, 58 percent of Facebook posts related to Zika were created by men.130

FIGURE 23
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Zika to understand the context in which Zika was being discussed. According to Drew 

Bernard, CEO of ActionSprout, the Zika study quickly revealed that Dengue and Chiku-

ngunya were the top co-occurring terms among Facebook posts about Zika, indicating 

a high level of public concern about mosquito-borne illness in general. Content quality 

and accuracy were also higher in posts that concerned all three mosquito-borne diseases 

than in those that discussed Zika alone. Subsequent focus groups confirmed this finding, 

allowing UNICEF Brazil to tailor its campaign to increase impact.131

These results point to one of the strengths of social media analysis as a tool for da-

ta-driven campaigning. Unlike a survey or focus group, social media analysis takes as 

its starting point the conversations people are already having. UNICEF Brazil began the 

campaign process expecting that women aged 18 to 24 would be their target audience in a 

campaign focused on Zika alone, but a campaign based on these assumptions would have 

failed to engage the audience in the way they hoped. Guided by social media insights, 

UNICEF Brazil was able to create content specifically geared to engage fathers in their 

social media information campaign, and to link Zika to other mosquito-borne illnesses 

to broaden their reach and generate greater audience trust.

IMPACT

Through its campaigns, UNICEF Brazil was able to more than double engagement, from 

3.1 percent to 8.4 percent. In addition, people who saw these campaigns were more aware 

of UNICEF Brazil’s efforts around Zika, with awareness rising from 29 percent to 36 per-

cent. Most significantly, there was a three percentage point increase in those who said 

that they planned to take action to protect themselves from Zika, from 79 percent to 82 

percent,132 demonstrating that data-driven, high quality social media ads can save lives. 

This lift in intent was statistically significant at the five percent level, and outperformed 

90 percent of studies conducted on Facebook ad performance.
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ses into the data collected and held by online businesses. Through the use of data mining 

and machine learning techniques, researchers can build models to detect patterns in 

the thousands of data points produced each day, and create predictions and forecasts to 

improve the likelihood of success for new interventions and provide value to the public.

There have been many promising results across the board: in this section, we examine 

three initiatives in particular: two leveraging social media data in the health sector and 

the other focused on disaster response.

Case Type of Data Collaborative Sector Region

Tracking the Flu Using Tweets API; Prizes and Challenges Health United States

Predicting Floods with Flickr Metatags API Crisis Response United Kingdom

Predicting Adverse Drug Events by Mining 
Health Social Media Streams and Forums

API Health United States, Spain

FIGURE 23
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Featured Statistic or Number: 29 percent increase in accuracy when combining Twitter 

data with existing CDC flu data

Type of Data Collaborative: API; Prizes and Challenges

Sector: Health

Region: United States

PROBLEM STATEMENT

Though the flu mortality rate dropped to just 4,000 deaths in 2016,133 it can still be a 

problem in the United States. American public health officials rely on regular reports re-

leased throughout flu season by the US Center for Disease Control and Prevention (CDC) 

in order to mitigate the virus’s effects for a given year. Flu season varies greatly from year 

to year, and timely information on which strains of the virus are most active and to what 

degree allows officials to promote preventative measures most effectively.134 Uncertain 

expectations for the upcoming flu season are responsible for losses in credibility for public 

health efforts, wasted and misdirected resources and, ultimately, increased sickness and 

mortality.135 Due to natural delays inherent in the laboratory testing required, however, 

the most respected resource for influenza monitoring, namely the CDC’s weekly FluView 

report, is always released with a one- to two-week delay.136

RESPONSE

The early 2010’s witnessed a flurry of research on the use of social media in the analysis 

of public health issues, as epitomized by the widely cited 2011 paper by Johns Hopkins 

researchers “You are what you Tweet: Analyzing Twitter for public health.”137 Social 

media resources represented a unique opportunity to gauge public behavior and senti-

ment through real-time data. Also very attractive to researchers was the public nature 

of platforms such as Twitter, which contrasted sharply with earlier efforts by Google to 

tackle the same problem using their own private dataset of search queries and an internal 

team of researchers [See Box 1]. Researchers obtained their data for the most part through 

publically available web scraping methods.
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The large magnitude of flu cases every year resulted in more data available for analysis. 

In addition, the widely varying but annually occurring seasons of peak activity and the 

reliable CDC data available every week for verification served as compelling targets for 

predictive analytic models.

The first breakthroughs involved effectively screening out the useful tweets from the 

noisy ones—a process undertaken by researchers including Professor Dredze of Johns 

Hopkins.139 A tweet lamenting a user’s own affliction with the virus is far more useful 

than another tweet hoping Lebron James’s case of the flu will not keep him off the bas-

ketball court for long. The Johns Hopkins team was also the first to explicitly measure 

the predictive power of the model they devised.

OUTCOME/DELIVERABLE/PRODUCT

These efforts by researchers resulted in a plethora of predictive models relying in some part 

on social media data to predict upcoming activity during the flu season. The model developed 

by the Johns Hopkins researchers was capable of nowcasting flu conditions with a 29 percent 

increase in accuracy by combining Twitter data with the previously available CDC data.140
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ES In 2013, the CDC, having taken notice of this increased interest in social media flu pre-

diction, organized and hosted its first “Predict the Flu Season” challenge.141, 142, 143 This 

challenge focused the nine participating teams of researchers on predicting various mile-

stones of the influenza season—e.g., start, duration and peak—which would be the most 

useful to public health prevention efforts.

IMPACT

The model developed by the researchers at Johns Hopkins clearly demonstrates the promise 

and potential of the effective use of social media data to inform flu prediction. Their influ-

enza model could predict the virus’s future activity one to two weeks before the CDC data 

alone with the same accuracy. There has been relatively little evidence that these break-

throughs are being widely used in an official capacity, however. Moreover, a 2016 paper by 

the CDC summarizing the results of its first flu prediction challenge stated that the science 

was still in need of improvement before it could achieve a transformative impact.144

THE SHORTCOMINGS OF GOOGLE FLU TRENDS

The promise of using data gleaned from the Internet to predict the flu first gained widespread 

attention with Google Flu Trends (GFT), an effort by the Internet search company to analyze 

user search queries to forecast the number of influenza cases throughout the year. Although 

at first praised for its surprising similarity to officially released CDC data, the service would 

become the subject of criticism for its failure to foresee the intensity of the 2009/2010 H1N1 

flu pandemic that rocked the United States. The Google researchers reportedly made adjust-

ments to their algorithms following this failure. Criticism only increased however, after a 

2015 article published in Nature brought attention to GFT’s consistent overestimation of flu 

cases within the previous two years. At one point GFT’s had been predicting twice as many 

doctor visits due to influenza than had actually occurred. GFT was officially shut down in 

2015 although past data is still publically available for download. Researchers noted through-

out GFT’s lifespan that the model’s results were utterly unreproducible thanks to a lack of 

transparency on the data and algorithms involved behind the scenes.145
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Featured Statistic or Number: The YFCC100M dataset contains 14GB of information and 

metadata from the platform

Type of Data Collaborative: API

Sector: Crisis Response

Region: United Kingdom

PROBLEM STATEMENT

In a flood situation, every moment counts, and delays in the mobilization of early warning 

systems or relief efforts could be the difference between life and death. After witnessing 

the disastrous effects of flooding events around the United Kingdom resulting from 2013’s 

Cyclone Dirk and Storm St. Jude, researcher Nataliya Tkachenko was inspired to explore 

ways data could improve the effectiveness of early warning systems and predictive efforts 

surrounding flood events more generally.146

RESPONSE

To improve prediction around flooding events, Tkachenko and her collaborators sought 

to “reconstruct the entire social landscape, in all its dynamics, from the very beginning 

of the event toward its very end.” More specifically, they developed an analytical meth-

odology using social media data to identify and cluster keywords (e.g., ‘river,’ ‘flood,’ 

‘overflow’) related to emerging events, and used the technique to gain a better under-

standing of flood conditions. Beyond just monitoring events in real-time, a key focus for 

the project was improving the ability to use “alternative environmental semantics”—i.e., 

social media data—to “serve as a predictor of an evolving hazard.”147

The project is part of a broader move toward using user generated content (UGC) to help 

develop warning systems. The U.S. Geological Survey, for example, sometimes uses Twit-

ter data as a type of social sensor.148 Similarly the FloodTags platform shares a dashboard, 

API, and software development toolkit with diverse actors to monitor Twitter postings 

related water problems.149
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the use of Twitter data. Early experimentation with data from the platform, however, 

made clear that finding the signal in the noise regarding flood events required a high 

level of data cleaning—e.g., “filtering out re-tweets, tweets outside flooded areas, even 

tweets about different flood events mentioned at the time of the current one.”150

After experimenting with Twitter data, Tkachenko came to realize that images provide 

a strong verification mechanism ensuring relevancy, and, as a result, she turned to Ya-

hoo!’s Flickr platform, which is built on user-uploaded photographs and videos. The flood 

prediction approach was built on data from the Yahoo! Flickr Creative Commons 100M 

(YFCC100M). The YFCC100M dataset contains metadata from photos and videos uploaded 

to the platform from April 2004 to August 2014. This same Flickr dataset was previously 

used to study air pressure trendlines during the period when Superstorm Sandy affected 

many areas across the Atlantic.151
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FIGURE 25

The researchers’ analytics focused on the Flickr images themselves, the captions includ-

ed, and related metadata, including timestamps and geolocation data. Given the fact that 

many photos taken in a flooding context are snapped using smartphones, the geolocation 

and timing metadata can enable ‘nowcasting’ or ‘present-time reporting’ since, given 

certain app settings, Flickr’s uploading and tagging of images is nearly simultaneous to 

shooting the photo.
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In the short term, the outcome of the research was a published research paper. The paper 

articulates a new approach for leveraging social media in a flooding situation that goes 

beyond previous efforts using Twitter and other datasets. In the longer term, the research 

is intended to act as a blueprint for a social media data-driven “nowcasting tool” and 

early response system to improve awareness of current conditions and enable prediction. 

Eventually, the intended outcome is leveraging a diverse range of data, including social 

media and sensor data, to “detect an event before its outbreak.”152

FIGURE 26 – DISTRIBUTION OF USER COMMENTS
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While the method articulated and tested in this research is still being honed and de-

veloped, the initiative has created an increase in knowledge and is a self-proclaimed 

“substantial leap” forward in the application of social media data analytics to better 

understand the natural sciences. The initiative showed that analyzing how flooding-re-

lated keywords on social media “temporally relate” can aid in the identification of early 

stages of a flood event before traditional systems of identification and prediction are 

aware of the threat.153

In particular, the research shows how social media data analysis could work in concert 

with hydrological and meteorological models to create improved early warning systems 

and enable improved resilience planning. The initiative also demonstrated how a learn-

ing algorithm applied on the existing corpus of data could be used in a similar way in 

real-time, aggregating and interpreting real-time data from social media, sensors and 

other sources to help raise awareness of current conditions and improve forecasting 

capabilities.

Looking ahead, while the data provided in the YFCC100M dataset enabled useful anal-

ysis, a more collaborative arrangement between Yahoo! Flickr could improve the utility 

of such efforts. Tkachenko notes that, while “Yahoo! did a tremendous job on making 

such as huge archive (100M) available in the public domain,” the public value of her 

research would improve with access to the “complete albeit anonymized data entries 

in order to get spatio-temporal risk mapping as complete as possible.”154 Data with this 

level of personally identifiable information would create clear privacy risks if made fully 

accessible like the YFCC100M, but more targeted sharing arrangements with identified 

partners could amplify impacts.

Next Tkachenko hopes to take the lessons learned in this effort and experiment with 

larger scale analytics work seeking to construct critical clusters of risk-related words to 

help inform strategic work across political, social, cultural, and other emerging events.155
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HEALTH SOCIAL MEDIA STREAMS AND FORUMS

Featured Statistic or Number: Social media data analytics would have identified certain 

adverse drug reactions up to 9 years before the FDA identified them

Type of Data Collaborative: API

Sector: Health

Region: United States, Spain

PROBLEM STATEMENT

Adverse drug reactions (ADRs)—“unwanted, uncomfortable, or dangerous effects that a 

drug may have”156—are a leading cause of death among hospitalized patients. As it stands, 

clinical trials are the primary mechanism through which ADRs are identified, but clinical 

trials arelimited in terms of scope and potential participants included. For instance, a 

clinical trial could neglect to include patients with particular chronic illnesses that could 

interact with medications in a way that introduces ADRs.157 As a result, ADRs often slip 

through the cracks during clinical trials, and are not reported until, in the U.S. context, 

the Food and Drug Administration (FDA) issues an official drug label change.158 To help 

the FDA, or the European Medicines Agency (EMA) identify ADRs not recognized in clin-

ical trials, healthcare professionals are asked to voluntarily report ADRs as they occur. 

This addition to the traditional healthcare provision workflow and a reluctance to report 

ADRs unless there is absolute certainty often leads to under-reporting of ADRs. Official 

patient reporting systems for ADRs also exist, but are not used to a significant degree.159

RESPONSE

To help improve the ability of government drug regulators to identify ADRs after the 

clinical trial period and communicate more effectively with patients regarding potential 

risks and side effects, a number of researchers are looking to social media platforms for 

emergent evidence of ADRs.
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that parsed 100,000 messages from popular medical forums to evaluate the likelihood 

of an ADR to occur beyond simple chance.160

Another project built a natural language processing and machine-learning approach to 

identify ADRs through analysis of user reviews of drugs in health social networks like 

DailyStrength. Focusing only on four drugs—carbamazepine, olanzapine, trazodone, 

ziprasidone—the researchers leveraged a corpus of 6,890 comment records to experiment 

with these data-driven techniques to identify ADRs. The four drugs were chosen due to 

the existing knowledge regarding their ADRs, allowing the accuracy of the NLP approach 

to be verified against existing ADR research and analysis.161

Researchers at Carlos III University of Madrid leveraged data from the Spanish-language 

social network Forumclinic to determine if “health-related social media can be used 

as a complementary data source to spontaneous reporting systems in order to detect 

unknown ADRs and thereby to increase drug safety.”162 The project began by focusing 

on Twitter, but they quickly learned that conversations around ADRs rarely occurred 

on the platform. They similarly explored using Facebook but found that relevant 

conversations tended to happen in closed groups where information could not be 

scraped. Forumclinic, on the other hand, was an open platform, with high levels of 

use among relevant communities.163

OUTCOME/DELIVERABLE/PRODUCT

The two U.S.-focused efforts’ primary deliverables were published research papers 

demonstrating the feasibility of such a social-media driven approach to ADR-detection.

Source: Detecting drugs and adverse events from Spanish health social media streams

For the Spanish effort, in addition to published research, a collaborative annotation 

effort yielded a corpus of data comprising 187 drugs and 636 adverse events. This reus-

able ‘dictionary’ of how drugs and ADRs are referenced in online discussions was then 

opened for academic purposes and future quantitative research.
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The research efforts exist primarily as proof-of-concept for the use of social media data 

to improve the detection of ADRs after drugs move past their clinical trial period. The 

methodology used in the Forumclinic initiative, for example, was 87 percent accurate 

in identifying drugs in posts on the platform, and 85 percent accurate in identifying 

ADRs.164 Two specific verification exercises further demonstrate the potential impact of 

such a predictive approach. The first case study showed that using social media data in 

a predictive capacity would have identified ADRs related to cognitive impairment a full 

nine years before the FDA added the issue to the labels for medications in the Statins 

drug class. A similar exercise using a sample made up of social media data from 1999 to 

2008 found that the use of the researchers’ methodology would have captured the prev-

alence of agitation ADRs among users of Wellbutrin in 2002; the FDA included agitation 

on Wellbutrin’s label for the first time in 2009.165

In addition to mobilizing this type of approach, researchers are looking to expand and 

automate the types of analyses that can be performed. This effort is targeted, in partic-

ular, at “creating structured summaries (for human consumption) of all adverse effects 

experienced and reported by patients during the lifetime of a drug.”166
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ES Finally, social media data collaboratives can be used to assess and evaluate the impact 

of various policies or interventions. Through a careful analysis of social media activ-

ity using target words and phrases as filters, researchers and policymakers can gain 

deeper insights into public opinion and behavior as they relate to particular initiatives. 

The final three case studies look into the swirl of public discussion around campaigns 

and policies across the globe: the first seeks to understand the impact of a campaign 

to break down gender barriers, while the last two monitor social media engagement 

surrounding policy changes.

Case Type of Data Collaborative Sector Region

Sport England’s This Girl Can API Health United Kingdom

Using Twitter Data to Analyze Public Sentiment on Fuel 
Subsidy Policy Reform in El Salvador

API, Research Partnership Energy El Salvador

Measuring Global Engagement on Climate Change API Climate Global

FIGURE 27
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ENGLISH SPORT

Featured Statistic or Number: 1.6 million women started exercising as a result of the 

campaign

Type of Data Collaborative: API

Sector: Health

Region: United Kingdom

PROBLEM STATEMENT

Sport England, a government-funded agency with a remit to engage citizens in sport 

for life by creating opportunities for participation nationally and locally, identified a 

persistent gender gap in sport participation between men and women.167 This shortfall, 

equating to 2 million fewer women aged 14 to 40 than men taking part in sport regu-

larly,168 persisted despite the effects of the health and fitness industry and the spike in 

sporting participation produced by the London 2012 Olympic Games.169

RESPONSE

Sport England developed a strategy to launch what they have described as their “sassiest 

campaign ever” to address the gender gap in sport in England. In 2014, in addition to 

talking to stakeholders from major league football clubs to new mothers, Sport England 

analyzed over 10 million posts by women on sport and exercise on social media during 

2014.170

Social media analysis using Crimson Hexagon’s social listening tool, ForSight, revealed 

that while women looked forward to and enjoyed exercise and sport, and felt strongly 

positive afterwards, three barriers to exercise affected different groups of women. Young 

women (14 to 24 years) were put off by their appearance or how they looked while ex-

ercising.  Mothers felt guilty both when exercising because they were not spending time 

with their families, and when they did not because they felt they were not being good 

role models. Other women either felt that they were not good enough to participate, or 

were too good and would make others uncomfortable.171 According to Jennie Price, chief 
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ES executive of Sport England: “One of the strongest themes was a fear of judgment.”172 

Social media analysis allowed the campaign to surface the emotional barriers that kept 

women from exercising.173

OUTCOME/DELIVERABLE/PRODUCT

Sport England set out to develop a campaign with a positive, encouraging and empathetic 

tone that connected with women’s concerns, built around the manifesto: “Women come 

in all shapes and sizes and all levels of ability. It doesn’t matter if you’re a bit rubbish 

or an expert. The point is you’re a woman and you’re doing something.”174 According 

to Kate Dale, Sport England’s Head of Brand and Digital Strategy, all of the campaign’s 

messaging came out of social media analysis and talking to women. “Our key point is 

staying where the women are, meeting them where they are.”175

FIGURE 28

Sport England began reaching out to influencers and building a social network of women 

already actively talking about sport and exercise on Facebook and Twitter.176 Having built 

this online community, the campaign went live in 2015 with several forms of advertising, 

including a 90-second TV ad spot in a major soap (Coronation Street) which was viewed 

by over 7.5 million people on TV,177 and more than 37 million times since on Facebook 
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ES and YouTube.178 The campaign’s ads have all featured real women “streetcast” from 

gyms, parks, football pitches, and pools, with encouraging messaging such as: “I’m slow 

but I’m lapping everyone on the couch.”179 The campaign is ongoing, and a subsequent 

ad in early 2017 has targeted women over 40 with a voiceover of Maya Angelou reading 

“Phenomenal Woman.”

An established community of supporters ready to amplify the campaign message allowed 

Sport England to make the most of a media buy limited by public funding: “We knew that 

we needed a community that took this to heart and would spread the message for us if 

we were going to be able to achieve what we wanted to achieve, but also to ensure that 

we got value for our money. And it’s social [media] that’s been the beating heart of the 

campaign. If we’d just had the TV ad we wouldn’t have had the same results.”180

According to Kate Dale, social media has also allowed the campaign to support women 

in day to day decisionmaking about exercise. “You’re able to get close to women at the 

point at which they’re having to decide, am I going to the gym today? You need to be 

there at that moment and social allows you to do that in a way that TV doesn’t.”181 The 

campaign’s active social media community of 500,000 has a tailored algorithm that 

sends encouraging tweets to women tweeting about exercise or sport. In addition to 

Facebook and Twitter, the campaign has begun to use other outlets including Medium 

for longer-form content, Instagram, and Snapchat, chiefly to reach younger women 

and teens.182 The campaign has made subsequent forays into commercial partnerships 

for merchandise, and a side campaign which encouraged women to raise money for the 

charity Sport Relief while exercising.

IMPACT

As a result of the campaign, 1.6 million women started exercising, and the number of 

women playing sport and exercising is increasing faster than that of men. Furthermore, 

the gender gap in participation has begun to narrow (from 1.78 million to 1.73 million).183 

The Media tracking revealed that over one in three women who had viewed the campaign 

claimed to have increased their activity levels as a result.
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FIGURE 29

As a result of social media analysis of the campaign’s impact, Sport England realized that 

they would need to change how they viewed the campaign’s purpose.184 “In the early days 

we talked about liberating women from the fear of judgment. That’s a lovely aim, but 

I think it was a bit grandiose.”185 In addition to measuring participation, Sport England 

continues to measure women’s confidence and sense of belonging while exercising. As 

Kate Dale notes, both are increasing, but much more slowly than participation rates.186 

While the campaign was a resounding success, achieving 100 percent exposure in its 

target audience and prompting 2.8 million women to increase their activity as a result of 

it, it has not dramatically changed attitudes: “That fear of judgment is still there. What 

we are doing is helping women manage that fear and do it anyway.”187
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FUEL SUBSIDY POLICY REFORM IN EL SALVADOR

Featured Statistic or Number: By September 2013, 10.1% of fuel subsidy-related tweets 

demonstrated a distrust in institutions, down from 24.2% in January 2011.

Type of Data Collaborative: API; Research Partnership

Sector: Energy

Region: El Salvador

PROBLEM STATEMENT

In April 2011, the government of El Salvador removed a universal subsidy on propane 

gas, the country’s most commonly used domestic cooking fuel, replacing it with an in-

come transfer to eligible households. The policy change more than doubled the cost of a 

25-pound bottle of LPG from US$5.10 to US$13.60. The policy was highly unpopular, with 

a national survey in January 2011 showing only 30 percent of the population in favour of 

the reform, and sparked a series of strikes by companies that distributed the gas. This 

low approval rating increased slowly over the following 18 months before stabilizing at 

65 percent in favor in September 2013.188

RESPONSE

In the light of preliminary research on the role of partisanship, community information 

and distrust in institutions, Global Pulse and the World Bank collaborated to investigate 

whether social media data could be used to provide insights into public opinion as a 

complement to, or substitute for, household surveys.189

OUTCOME/DELIVERABLE/PRODUCT

With help from regional experts, a taxonomy of keywords, including local dialects and 

slang, was developed to filter Twitter for content related to the policy reform based on 

five pillars of public concern: lack of information, partisanship, distrust of institutions, 

personal economic impact and other, unclassified concerns. Tweets were filtered and a 
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cess was then repeated twice more until the team was satisfied that they had removed 

all but a very few irrelevant tweets. At that point, tweets were filtered again to restrict 

the sample to content from El Salvador. The project categorized tweets by content and 

sentiment (positive, neutral, or negative).190

IMPACT

The study confirmed the potential of social media data as a complement to household 

surveys, since the public sentiment observed in the Twitter analysis broadly echoed public 

opinion from the newspaper surveys. The Twitter analysis, however, was somewhat more 

nuanced: instead of showing increased satisfaction with the policy reform between Jan-

uary 2011 and September 2013, as the household survey had done, it showed a decline in 

negative sentiment and rise in neutral sentiment, but no increase in positive sentiment. 

Miguel Luengo-Oroz suggests that the capacity to reveal public sentiments such as anger, 

happiness, and fear, instead of a binary positive and negative, is one of the strengths of 

this technique. It also allows researchers to elucidate sometimes surprising relationships 

between topics by analyzing the word cloud surrounding a given topic, and to feed these 

insights almost immediately into campaigns and counter-campaigns.191 It also showed 

the potential for social media as a near real-time measure of public opinion of policy 

reforms, especially where other measures are unavailable.192
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Since the completion of the project, UN Global Pulse has gone on to use the same meth-

odology in other studies, including perceptions of HIV in Brazil.193 Despite its usefulness, 

Miguel Luengo-Oroz cautions that social media cannot replace statistics and that it is 

inherently difficult, if not impossible, to control the demographics of the sample. He 

suggests that studies of this type are best used to fill data gaps between surveys and to 

act as an early warning system of emerging problems requiring deeper investigation.194
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The figure above shows the evolution in sentiment form January 2011 when the subsidy was passed to July 2013. Positive 
and negative sentiment gradually decreased, while neutral sintiment increased over the time period.
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FIGURE 30
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Featured Statistic or Number:  400,000 English-language tweets analyzed on the days 

of the People’s Climate March and Climate Summit

Type of Data Collaborative:  API

Sector: Climate

Region: Global

PROBLEM STATEMENT

In September 2014, the UN Secretary-General convened over 100 heads of state and world 

leaders in business and civil society for the first Climate Summit. Leaders made bold 

announcements on climate action, paving the way for a global climate conference to be 

held in Paris in December 2015. UN Global Pulse and the UN Secretary General sought a 

way to assess how much people globally were talking about climate change, and in what 

contexts, in order to identify citizen concerns and target communications efforts. They 

also wanted to establish a baseline level of engagement so that they could assess the 

impact of the Paris meeting and other climate-related events on public engagement, 

and examine how climate change was discussed regionally.

RESPONSE

UN Global Pulse and the UN Secretary General’s Climate Change Support Team collabo-

rated to develop a tool to monitor social media engagement in the months leading up to 

and following the Paris Climate Summit of 2015. They identified commonly used words 

and phrases to filter relevant tweets and assess spikes in conversation levels and their 

relationship to events.195

OUTCOME/DELIVERABLE/PRODUCT

The publicly accessible, online social media monitor196 analyzed the volume and content 

of tweets about climate change in three languages (English, Spanish and French) each 

day. Using a taxonomy of some 1,000 words and phrases related to climate change, they 

filtered over 15 million tweets from April 2014. The tool also assessed tweets in eight 
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and oceans/water—to extract relevant content. In addition to measuring volumes and 

topics of tweets, the tool measured hashtags, top accounts and domains used and ref-

erenced, top retweets, sentiment, country-level volume and content, and Google search 

trends (also by region).197

FIGURE 31 – THE GRAPH ABOVE SHOWS THE DAILY VOLUMES OF ENGLISH-LANGUAGE 
TWEETS ABOUT CLIMATE CHANGE AND VARIOUS RELATED SUB-TOPICS.
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IMPACT

The social media monitor succeeded in providing a real-time measure of public engage-

ment with climate change. Baseline volume was about 140,000 English-language tweets 

per day from the tool’s inception in April 2014. On the days of the People’s Climate March 

and Climate Summit, the volume of tweets rose to over 400,000. Three- to four-fold 

increases were also observed in Spanish- and French-language tweets. In the month 

following the Summit, the baseline volume rose by 10 to 15 percent, and positive public 

sentiment spiked on the day of the Climate Summit.198
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FIGURE 32

The monitor helped the UN to establish top influencers, who were often politicians, en-

tertainers and business leaders, and to identify five media outlets whose Twitter accounts 

were most often mentioned and hence could be most effective in reaching engaged audi-

ences. Since the monitor showed that Greenpeace was one of the most influential Twitter 

accounts before the Summit, the UN Secretary General’s Climate Change Support Team 

engaged Greenpeace to post tweets supporting the Summit.199

Finally, the monitor exposed regional concerns and priorities which were then visual-

ised in an interactive map displaying volume and issues. Such identification of regional 

concerns could be enormously helpful in advancing climate policy locally and developing 

locally relevant communications.200 Miguel Luongo-Oroz also suggests that this kind of 

social media use has value as a means of “amplifying the voices of people” and indicating 

that administrations and organizations are listening to their constituents. At the same, 

he believes it’s best at identifying and tracking short-term trends, so its value for long-

term monitoring may be limited.201
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Responsibly Sharing Social 
Media Data
MOTIVATIONS AND INCENTIVES FOR SOCIAL MEDIA CORPORATIONS  
TO SHARE DATA THROUGH DATA COLLABORATIVES

The preceding discussion has focused primarily on the public interest benefits of social 

media data collaboratives—i.e., what could be called the “data philanthropic” case. But 

there are also powerful business incentives for data collaboration that go beyond pure 

philanthropic motivations. In fact, the most successful data collaboratives are built around 

win-win propositions in which both the public and the private sector entities benefit. It 

is important to make this business case—and to address potential corporate and soci-

etal concerns over data sharing—in order to place data collaboration at the very center 

of social media companies’ workflow. Only then can we ensure that data collaborative 

initiatives are not simply relegated to the status of one-off projects that can easily be 

sunsetted or ignored.

MOTIVATIONS TO SHARE: THE SEVEN Rs BEHIND CORPORATE DATA SHARING

REGULATORY COMPLIANCE

REVENUE

RESPONSIBILITYREPUTATION & RETAINMENT OF TALENT

RECIPROCITY

RESEARCH & INSIGHTS

FIGURE 33
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that can follow from data collaboration. We call these the Seven Rationales or 7Rs; they 

represent key incentives for the private sector to share social media data through data 

collaboratives to the end of creating social media intelligence:

 � Reciprocity: Social Media Data Collaboratives can be designed in a way that enables 

reciprocity, where corporations share their data and also gain access to other data 

sources or domain expertise that may be important to their own business decisions.

 � Research Insights: Analysis enabled by data sharing can uncover new research 

insights that might be useful to the organization sharing the data.

 � Reputation: Sharing data for public good may enhance a firm’s reputation and 

public image.

 � Revenue: Data collaboratives can allow private sector entities to generate revenue by 

making their data available for a price. Sharing data doesn’t always have to be free.

 � Regulatory Compliance: In some regions and situations, data sharing can be 

required for regulatory compliance.

 � Responsibility: Companies can derive value from social responsibility not just 

because of the positive image such an activity produces, but because opening up 

data can also improve the competitive business environment within which the 

business operates.

 � Retainment of Talent: Working on problems that matter enables companies to 

recruit or retain data science talent.

DATA SHARING RISKS AND BARRIERS

It is not enough simply to show that data collaboratives offer benefits to companies. As 

noted, even companies that may want to share can encounter challenges in the form of 

internal hesitations, concerns or obstacles. Here, we address the four most frequently 

cited challenges, and attempt to explain how data collaboratives can help mitigate the 

embedded concerns or obstacles.
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GENERALIZABILITY, DATA BIAS, AND QUALITY

A key concern when using social media data involves the level of representativeness202 or 

data bias. Social Media Data often represents a particular demographic subset—possibly 

ignoring the so-called “data invisibles”. Caution needs to be exercised in extrapolating 

general observations, with consequences for the population at large, from such data. So-

cial media data is also inherently noisy, comprising information unrelated to the question 

at hand; and often dirty, containing factual errors or duplicative data. This results in the 

need for extensive data filtering and cleansing prior to extracting insights from the data. 

Additionally, the opaqueness of algorithms used to analyze data flowing through data 

collaboratives leads to an inability to reproduce or meaningfully scrutinize these analyses. 

As a result, biases and quality issues are more likely to go unnoticed.
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The most common concern expressed by individuals and companies involves the worry that 

sharing information may result in disclosing personally or demographically identifiable 

information, affecting (group) privacy or creating security violations. Such concerns are 

not only natural, but very important: data sharing must not in any way result in dilution 

of protections for individuals, many of whom might not even be aware that the data was 

collected about them in the first place. Moreover, without adequate foresight and planning, 

existing privacy protections could be eroded as a result of the unforeseen availability of new 

datasets and/or data analysis techniques arising from data collaboratives.

COMPETITIVE CONCERNS

Data and the insights it offers are often at the core of social media companies’ busi-

nesses. The prospect of sharing data—usually without charge—may therefore seem to 

threaten vital commercial interests or affect their competitive advantage. While certainly 

valid and important to consider when developing data collaboratives, our exploration 

above also indicates that this view begins from a false zero-sum-game understanding of 

data collaboration and its potential—ignoring the incentives and benefits of establishing 

data collaboration listed above.

CULTURAL CHALLENGES OF DATA COLLABORATION

Finally, our exploration indicates that one of the chief obstacles to more widespread data 

sharing—and one that may underlie the above discussed concerns—is simply a lack of 

awareness, comfort or practice with the notion of sharing social media data for good. 

Like much of the economy, the data economy exists within an ecology of well-defined 

(and, in our view, largely outdated) concepts like ownership, private property, and data 

hoarding. Yet social media companies today operate in a rapidly changing environment 

where notions of collaboration, sharing and mutual benefit are far more widely accept-

able—both as philanthropic and commercial propositions. The MasterCard Center for 

Inclusive Growth, for example, provides a potential blueprint for formalizing data-sharing 

initiatives within corporations to help move away from one-off and easily abandoned 

projects and toward a codified institutional culture of sharing.203 Placing such values at 

99



TH
E 

PO
TE

N
TI

A
L 

O
F 

SO
C

IA
L 

M
ED

IA
 IN

TE
LL

IG
EN

C
E 

TO
 IM

PR
O

V
E 

PE
O

PL
E’

S 
LI

V
ES the heart of business operations is arguably one of the central challenges facing many 

social media companies today.

To be clear, the problem-driven data collaborative culture described in this paper should 

not be viewed as a replacement or upgrade on the current open data and open source 

movements. The continued move toward cross-sector data collaboration should not 

distract from important efforts to maintain access to publicly useful information, in-

cluding open data.

TOWARD DATA RESPONSIBILITY FRAMEWORKS FOR SOCIAL MEDIA DATA 
COLLABORATIVES

RISK AND VALUE ASSESSMENT
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while addressing the concerns listed above. Several social media corporations and organi-

zations—such as Facebook, the International Committee of the Red Cross and the United 

Nations Global Pulse, to name just a few—have started to explore various frameworks to 

share data responsibly, yet it is unlikely (and undesirable) that one single data responsi-

bility framework will be able to handle all the context specific needs and risks associated 

with social media data sharing. At the same time, data responsibility frameworks put in 

place by public and private sector entities will likely need to include the following four 

elements to assure concerns are addressed meaningfully and legitimately. They include:

VALUE AND RISK ASSESSMENTS

Risks—including privacy, ethical and commercial concerns—exist across the social 

media data lifecycle, and range from inaccurate, non-representative data entry at the 

collection stage;  to insufficient, outdated, or inflexible security provisions at the pro-

cessing stage; to incompatible cultural or institutional norms or expectations at the 

sharing stage; to aggregation or correlation of incomparable datasets at the analysis 

stage; to controversial or incongruous data usage.

COLLECTION PROCESSING SHARING ANALYZING USING

FIGURE 36
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developed by UN Global Pulse is key for determining if and how to share social media 

data. At the same time, and equally important to assessing the risk of sharing, is the need 

to assess the public value social media data can generate, and the risk of not sharing. 

Becoming more systematic about assessing both risk and value is an important task for 

all data collaborative efforts.

DATA RESPONSIBILITY PRINCIPLES
In addition to a risk/benefit assessment, having a set of principles that can determine if and 

how social media data can be shared is important for accountability and effectiveness reasons. 

Obviously, existing principles—such as the Fair Information Practice Principles established 

by the OECD or the Common Rule principles embedded in various IRBs—remain valuable 

yet have also proven to be limited when considering new and innovative data practices. To 

cope with risks and/or opportunities that may not have been on the horizon when previous 

principles were developed (mainly in the 1970s), data responsibility principles will need to be 

updated or newly designed. Efforts like the Signal Code205—which seeks to apply human rights 

principles to data during times of crisis—or the Menlo Report206 that seeks to provide ethical 

principles guiding Information and Communication Technology research are important steps 

forward yet often limited to specific contexts and sectors. Similarly the “Handbook on Data 

Protection in Humanitarian Action,,”207 recently released by the International Committee of 

the Red Cross, seeks to provide a set of data processing principles to guide the staff of human-

itarian organizations involved in processing personal data as part of humanitarian operations.

DATA RESPONSIBILITY GOVERNANCE PROCESSES AND FUNCTIONS
Principles and assessment frameworks have no value if there is no process in place to apply 

them or oversee their implementation. Hence the need to include governance processes as 

a key element to achieve data responsibility. Such processes should ideally be transparent 

and participatory but also flexible and responsive to different needs and contexts. To ac-

commodate collaborative research using social media data, Facebook, for instance, designed 

an innovative review process208 that involved in-house training; different stages of review 

and the application of evaluation criteria to determine whether to go ahead (or not).
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Finally, Data Responsibility Frameworks will also need to move beyond written policies and 

develop tools and technologies that enable flexibility and context specific implementation.  

For instance, data responsibility decision trees—such as the Center for Democracy & Tech-

nology’s Digital Decision Tool,209 which translates principles into a series of questions; or 

the consideration and experimentation of differential privacy210—can be used to limit the 

privacy risks. Similarly, as concerns about how tools such as public sentiment analysis could 

be misused by governments may increase, having a transparency report could help allay some 

concerns: disclosing once or twice a year what data collaboratives have been established.
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Intelligence through Data 
Collaboration

S ocial Media Data collaboratives clearly hold significant promise as a means of 

leveraging private social media data toward public good. They offer a model for 

inter-sectoral collaboration across the data value chain, and for applying dis-

persed expertise and knowledge to untapped stores of social media data silos. Designed 

and implemented correctly, they offer win-win propositions both to data holders and 

data recipients. In addition, although certain risks and challenges inevitably exist, these 

too can be minimized by thoughtful design and implementation, as well as by oversight 

mechanisms and procedures.

Despite this growing recognition of the potential benefits (and challenges) of social media 

data collaboratives, these new forms of public-private partnerships remain generally 

under-utilized as solutions for large, complex public problems. In part, this is no doubt 

a result of their relative newness: there exists little systematic research or analysis to 

help us understand the best way to form and utilize data collaboratives. In particular, 

we have little understanding of how to best “institutionalize” the sharing of data for 

public good in a responsible manner within corporations as well as their public sector 

and philanthropic partners.

In this concluding section, we recommend four priorities toward realizing the potential 

of social media intelligence through data collaborations. Using the preceding case studies 

and examples, as well as additional research conducted by the GovLab, we have isolated 

key steps that can help unlock the potential of data collaboratives, and in the process 

the underlying data itself. We group these steps into four broad categories (recognizing, 

of course the occasional overlap and interdependence of these categories): stewards; 

evidence; methods; and movement. Taken together, they can be considered a roadmap 

for social media companies considering the possibilities of data sharing and the greater 

use of private data for public good.
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This report makes clear that there is increasing awareness of and experimentation with 

using social media data toward the public good. However, despite the many case studies 

discussed here, it is clear that these projects remain more the exception than the rule. 

Corporations—including but not limited to social media companies—generally fail to 

recognize realistic opportunities where the data they collect and hold could create public 

value. In addition, the various concerns discussed above—especially worries over pri-

vacy, security, and competitive advantage—can lead to a risk-averse mindset wherein 

data that could make a difference is not shared with those who could use it.

It is our observation that one of the main reasons for the under-utilization of social 

media is that social media corporations have rarely institutionalized the function of 

“data stewardship.” Chief data officers and other data-focused roles are understand-

ably focused on how data held by the corporation can benefit businesses’ bottom lines. 

Generally, there is no function with the responsibility for exploring how the company’s 

data could be leveraged for non-corporate purposes, and assessing the balance between 

risks and rewards of sharing that data. Throughout our research for this report, we iden-

tified several data collaborative champions within corporations; yet only a few seemed 

to have a dedicated role to scale the use of corporate data for public good. Moreover, as 

discussed above, since data collaboratives often move beyond a simple private to public 

data-sharing approach—with other actors bringing skills, resources, and data to bear—

data stewards can take on a facilitation role to ensure actors successfully work in concert 

with one another toward common ends.

Given the above, we make the following recommendations:

 � Social media corporations should consider themselves, and act as, the standard 

bearers for a new corporate paradigm of data stewardship. This coinage represents 

a move away from the concept of data as something to be owned, towards 

stewardship of data as a public good.

 � Social media companies should pioneer the role or position of Data Stewards within 

their organizations. Such individuals (or offices) would be tasked with matching and 

coordinating the demand and supply of social media data in a trusted way. These 

new positions could provide models for other companies considering the use of 

private data for public goals.
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mechanisms to unlock corporations’ supply of social media data sets with potential 

public interest value. Such mechanisms must include a due process to respond to 

data requests; a system for filtering or prioritizing certain kinds of information; and 

a method to ensure that the data being released matches public needs and demands.

EVIDENCE
Many of the above case studies reveal the obstacles posed by a lack of clear metrics. 

Such metrics are essential to understanding the outcome of specific data collaborative 

initiatives, and to either improving the design of existing metrics or designing future 

instances that can build on existing lessons and best practices. Metrics are also critical to 

helping companies understand the value of their own data, and in particular how sharing 

can not only benefit the wider public but also increase their own competitiveness (thus 

addressing some of the concerns discussed in Section IV).

In order to develop a more robust evidence base for data collaborative, we suggest the 

following steps:

 � A more detailed repository of case studies should be established to document 

impact and practice. Such a repository, which could build on the foundation 

offered by the case studies presented here, would highlight what works in forming 

these new partnerships — their value propositions, technical arrangements, legal 

frameworks, etc. — and strategies for measuring impact.

 � It may not be enough simply to strengthen existing metrics; we may also need 

new metrics. The difficulties in assessing impact of the case studies included here 

did not just stem from a lack of evidence on impact or progress. Often, there was 

simply no clear understanding or agreement on what would constitute progress. To 

improve the effectiveness of social media data collaboratives, and to help move the 

space toward a more integrated process rather than one-off initiatives, we need 

clearer indications of value and impact.

 � We also need to ascertain a more granular understanding of what data matches 

what information need by developing data audit methodologies and tools. 

Different social media platforms are better positioned for different types of data 

collaboratives. As evidenced by cases like the public sentiment analysis in El 
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Twitter are well-suited for larger-scale research and population-wide analytical 

efforts. Social networks like Facebook that both tend to collect more in-depth 

personal information and, as a result, see their users opt into more robust privacy 

controls, are better-suited for data collaboratives that are more tightly controlled 

and targeted toward more specific interventions—such as the Disaster Maps and 

Zika messaging initiatives. Developing a data-audit tool that matches types of data 

with types of questions and purposes in an interactive manner may provide for 

more targeted design and implementation of social media data collaboratives.

METHODS
Data collaboratives are a nascent entity, and the entire field of practice surrounding them 

is only just beginning to come into view. What many of the case studies above suggest (e.g., 

research surrounding the use of social media data to predict flooding or to better understand 

the perspectives of segments of the population to enable informed communications around 

immunization) is that existing practices and methods may not be sufficient, or may at the 

very least need radical updating. In order to scale the use of data collaboratives and achieve 

the full potential of the underlying data, we need a far better understanding, systematization 

and perhaps institutionalization of the methods surrounding their deployment.

To that end, we suggest the following:

 � Mine existing data collaborative experiments (for example, the ones contained 

in this report) for valuable lessons about what works and what doesn’t. The case 

studies included in this report include but a sampling of the available evidence; a 

far more robust evidence base can be conducted by researching and storing (e.g., 

in an online database) the many more examples of data collaboratives from around 

the world. A detailed analysis of existing practices contained within this evidence 

base is the best way to build a ground-up and more granular understanding of how 

best to design a social media data collaborative.

 � Lessons and observations taken from this “mining” exercise can then be translated 

and shared as a toolkit or roadmap for corporations considering sharing data. They 

would form the basis of a published (and ideally, freely available) “Best Practices” 

kit that would constantly be updated and improved, based on the latest evidence.
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design of data collaboratives. In addition, we need a better understanding of emerging 

techniques practiced within data collaboratives themselves, and whose efficacy 

greatly contributes to the success (or failure) of such projects. Emergent techniques 

include natural language processing, neural networks, computational social science, 

network science, sentiment analysis, data-mining and machine-learning. As these 

disciplines continue to evolve, researchers and practitioners—both inside and outside 

participating organizations—should seek to determine the optimal frameworks for 

leveraging these new approaches in the most responsible and effective ways.

 � The complexity of many of these techniques means that many organizations 

(perhaps especially in the humanitarian and civil society fields) may lack the 

necessary expertise to achieve the potential of data collaboratives. Corporations’ 

sharing data toward the public good need also to consider sharing their expertise 

in handling data—for example, through training initiatives, educational programs, 

or informal mentoring setups that can spread the knowledge and skills they have 

acquired over the course of their data gathering exercises.

MOVEMENT
By definition, data collaboratives rely on collaboration: the most successful initiatives we studied 

emerged not in isolation but as part of a wider ecology that encouraged sharing, transparency 

and accountability. This was the case, for instance, with the Waze Connected Citizens Program, 

which saw its positive impacts on urban planning directly result from close collaboration be-

tween technologists, data scientists and city government officials. Efforts to predict adverse 

drug reactions using social media data, on the other hand, have been hampered by the lack of a 

sustaining environment, and this without doubt was one of the reasons for the limited impact 

in practice, despite the clear viability of the methodological approach.

Our broad recommendation here is that data sharing cannot be thought of in isolation 

from other activities or environments. Much more thought—and energy—needs to be 

directed toward developing a network for collaboration, and a platform for sharing. We 

have several suggestions about what this could mean in practice:

 � Bring together various actors from the social media data community—including those 

that are currently acting as data stewards—at dedicated convenings to share lessons 

learned; identify pain points and develop common solutions, procedures and practices.
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or physical) where data providers and users can build knowledge in an emerging 

field and co-create ideas and insights. Such convenings can play a key role in 

developing a movement around social media data sharing.

 � Creating a supporting ecology means interacting with—and nurturing—all actors in 

that ecology. The practice of data sharing needs to move beyond just data, to include 

a wider set of skills, expertise and knowledge areas. For example, while social media 

corporations may possess the most relevant data handling skills, they may not have 

access to the best minds when it comes to understanding social problems or needs. 

A true data sharing movement would bring together these various skill sets and 

apply their combined expertise to the vast stores of available data.

 � Data subjects themselves represent another important part of the data ecology. As 

the data collaboratives and social media intelligence movement continues to take 

shape, engagement with the populations whose attributes and behaviors often make 

up the data held by social media companies will be key. Many data subjects are likely 

to support the use of social media data to solve important public problems, but a 

more direct conversation between data subjects, data collectors, and data users will 

better position the field for success.

 � In addition to engaging with other skills, there also needs to be broader 

engagement with other actors whose decisions can play an important—perhaps 

even determining—role in the success of data collaboratives. Policymakers are 

perhaps the most important set of actors here, and data collaboratives will rely 

significantly on the orientations and decisions taken by regulators and politicians. 

In addition, as seen in many of the above case studies, data collaboratives are often 

starved for funds, and a wider engagement with the funding community—venture 

capitalists, private equity players, bankers as well as grant-making organizations—

can help formulate justifications and avenues for increased funding.

 � Finally, as discussed at length in Section IV (and so we only briefly revisit it 

here), the success of data collaboratives requires a cultural reorientation in the 

ways companies think about data, ownership, private property and sharing. The 

foundations of a true data collaborative movement rests on a culture of sharing; for 

many companies, this will mean a fundamental rethink in the way they operate, 

interact with their customers, and think of the bottom-line.
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JOIN THE CONVERSATION

This report is only a first step toward increasing our understanding of how the 

incredible amounts of data collected and held by social media corporations is and can 

be put toward the public good. We would be delighted to learn from your experiences 

and get your suggestions on how to scale social media data collaboratives. Share your 

thoughts with us at datacollaboratives.org.

DERICK ANIES

http://datacollaboratives.org
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