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3.3 Data governance 
How risks and benefits are evaluated—and addressed--depends to a large extent upon whether 
there is an existing data governance context in which the data is shared. The governance context 
(i.e. the rules and policies that determine how data is collected, stored and shared) determines the 
appropriateness of sharing data and the best way to mitigate risks. The data governance ecosystem 
should be seen, broadly, to include a variety of state and non-state actors, as well as other forces 
and elements (e.g. standards or code, which can also play a powerful though non-traditional 
governance role). When considering ways data can be better used for statistical or other public 
purposes, there are three aspects of the governance context that are particularly important to 
understand.  

3.3.1 Regulatory constraints 

At the time of writing, there exists little guidance regarding how companies should use private data 
sources. Historically, telecom operators and satellite providers tend to consider citizen-generated 
data as their own property rather than as a public good. The thinking is that, as it is their investment 
in infrastructure that has enabled the data collection, hence the data must be theirs too. In practice, 
this attitude facilitates the use of data stored in private databases. However, any use of such data 
should come with at least two important limitations or considerations. First, as data become a 
private good, more thought should be given to financial flows and remuneration accruing to the 
private companies, and questions should be asked about whether some of those flows should be 
directed toward the original producers of the data (i.e. the consumers), for instance in the form of 
lower prices. Second, access to data must generally be limited for research and development 
purposes. 

In the context of leveraging private data sources, the most important existing regulatory constraints 
relate to the protection of privacy. The privacy regulations often involve provisions on how data is 
hosted, as raw data should not be exported from the premises of the data producers. This does 
equally apply to any algorithms used as any transformations of the raw data should only be applied 
within the local infrastructure. 

3.3.2 Technical context  

Formal policies and laws are not the only elements of governance that matter in the data ecosystem. 
Over 15 years ago, Lawrence Lessig (1999) argued that, in modern information and networked 
systems, code or technology itself functions as a kind of law. As such, in considering the aspects of 
governance that may influence or even determine use of private data for statistical purposes, it is 
important to examine the variety of technical elements that may play a role. 
 
The manner in which private data is hosted and shared is of particular importance, and determines 
what and how much a statistical or other public organisation may do with it. For instance, in a 
decentralized aggregated data model, data owners host and retain control of the data and provide 
aggregated data on demand to third party organisations (e.g. a statistical organisation). In a 
decentralized raw data model, ownership and storage of data remains the same, but third party 
organisations have access to a far wider variety and quantity of data. In both models, the owners 
could also provide cloud-based analytical tools and services to a third party organisation. 
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Finally, organisations may also choose to operate a centralized model, where aggregated or raw data 
is stored solely on the data owner’s servers. Such data can be transferred upon request or need to a 
third party organisation which essentially becomes the new owner of the data, meaning it is 
obligated to perform its own analytical functions. 
 
There are certain advantages and disadvantages to each of these models. The centralized and 
decentralized raw data model in particular raises greater privacy concerns. The decentralized 
aggregated data model has fewer privacy implications (since the data is aggregated and thus 
effectively anonymized), but it could reduce the flexibility of the third party organisation to use the 
data and thus reduce its usefulness. These and other concerns must be weighed when making 
technical decisions about how to share data. It is important to recognize that technical decisions and 
technical architecture play an important role in determining the usefulness of data and how it may 
be used.  

4. Generic data access models 
This paper has thus far considered various sources for private data, as well as the incentives for and 
risks posed by sharing such data. But assuming a company or other entity concludes that the 
incentives outweigh the risks and decides to share private data it may have collected for the public 
good—then what form should such sharing take? This section examines five different models that 
can be considered for data sharing and access.  
 

• in-house production of statistics 
• transfer of data sets to end users 
• remote access 
• trusted 3rd parties (T3P) 
• moving the algorithms. 

 
Each model is examined along four dimensions: the technical environment within which access takes 
place; the governance environment; the associated risks; and the types and purpose of data that 
might be best suited in each case. Examples are also presented for each model.  
 
Each of these models has advantages and disadvantages. There is, in particular, a recurring trade-off 
between privacy and cost (or difficulty) of implementation. The most expensive and technically 
difficult to implement models (e.g. in-house production of statistics) also suggest a higher degree of 
privacy and security protections for data; at the same time, such walled-gardens of data offer less 
flexibility and variety, and thus possibly less potential for new and innovative insights. When 
deciding which model to implement, statistical or other organisations seeking to harness the 
potential of big or private data will need to consider these trade-offs to maximize the potential of 
sharing while minimizing its risks. As we have seen in Section 3, the risks can be quite significant. 

4.1 In-house production of statistics 
The in-house production of statistics model is, in many ways, the most conventional or standard 
model. It is used by the majority of statistical agencies today and, as such, comes with a known set of 
risks and opportunities. On the positive side, the model allows the data owner to maintain total 
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control over the generation and use of its raw data. User privacy can be protected through de-
identification and generated indicators can be aggregated sufficiently to be considered safe for 
sharing. From a safety or security point of view, the in-house production of statistics is the most 
preferable option.  
 
The model also has certain limitations however. In particular, there is an inherent limit on the types 
and nature of data available. In this model, data producers (the same as the data users) do not 
benefit from external expertise or from the vast amounts of data being generated every second by 
external agencies, companies, governments and other entities. In addition, the data owner needs to 
have both the in-house infrastructure and technical capability to produce these statistics on a 
regular basis. Given the associated costs, such a model can only be considered viable when the data 
owner is able to monetize the production of these statistics through a commercialised system. 

Technical environment 

The in-house production of data (on any scale) usually requires a certain level of internal technical 
capability, as well as the resources to manage and store large data sets. Companies or other entities 
that produce their own data are often well funded, independent agencies with well-defined needs; 
their technical teams are well-trained in performing a variety of support and maintenance functions. 
Depending on the scale of the data operation, such entities may also require in-house data scientists 
or experts—a resource-intensive proposition.  

Governance 

Governance is relatively simple in the case of in-house production of data, as the data producer and 
user are the same entity. Large organisations may nonetheless require agreements or guidelines for 
how data is shared internally between different groups and departments. In addition, data 
production and data sharing needs to conform to relevant government guidelines and policies (e.g. 
surrounding privacy and how data is collected).  

Risks 

With this model, the data producers control the underlying raw data and, although it requires 
significant investments from the producer in terms of software tools and analytical resources, it 
offers greater safety in terms of privacy as no third party is involved. In terms of regulation, it is 
necessary to know whether the data producers are using individual data for commercial purposes. 
For example, telecom operators have a mission to offer telecommunication services between 
individuals. However, adjustments to individual contracts may be required (e.g. opt-in or opt-out) to 
legally and contractually allow the telecom operators to use the data generated by their clients while 
making calls, accessing websites or sending text messages. 

Type of data and purpose of use 

The in-house production of data model would be most appropriate in the following contexts: 
• Skills and use cases: telecom operators having strong technical skills and capable of 

connecting with potential end users. The latter requires an ability to understand use 
cases and a significant experience and investment in social responsibility and 
commercial goals beyond the core telecom objectives. 
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• Types of data: limited need to mix telecom data with additional or third party data 
sources. For instance, use cases requiring a map of mobile or internet penetration, or 
charts to assess the flows of mobile money transfers. 

• Governance: limited technical capacity and governance of the overall Big Data 
ecosystem is required. 

 

Example 10: Telefonica’s Smart Steps project 
 
Telefonica’s Smart Steps project is based on the anonymised data produced by the mobile users of 
Telefonica. This data represents billions of events recorded each day and covers user consumption 
habits, mobility and social network, which are captured through phone calls, SMS messages and 
data connection logs. This data is used to produce insights such as demographic segmentations or 
commute patterns which are then shared with third parties in an aggregated format, extrapolated 
to represent the global trends of the market. 
 
Source: http://dynamicinsights.telefonica.com/smart-steps/  

4.2 Transfer of data sets to end user 
In this model, data sets are moved directly from the data owner to the end user. The model gives the 
end user significantly more flexibility on how the data is used. In general, raw data is de-identified, 
sampled and sometimes aggregated to avoid possible re-identification. Efforts to de-identify need to 
ensure that data cannot be re-identified by crossing it with external data. Because de-identification 
is never absolute, even when the most sophisticated anonymizing techniques have been deployed, 
data in this model is generally released to a limited number of end users, under strict non-disclosure 
and data usage agreements that help ensure a level of control and privacy.  
 
Releasing such granular data is best suited for research purposes, where detailed, individualised 
information is often required for analysis. Given the limited number of data transfer releases and the 
overall fit with research goals, this model tends to be used in a framework where the incentive of 
the data owner is to receive free research and insights on its own business, while perhaps allowing 
researchers to publish data results. 

Technical environment 

In this case, the data producer willing to share a data set provides direct copies of the relevant 
underlying raw data. The data user then develops the algorithms required to compute relevant 
aggregates and statistics to achieve its own objectives. A hypothetical example would be a Ministry 
of Health using data from electronic medical reports and telecom data to predict the spread of an 
epidemiologic disease. The data is provided by the private stakeholders in charge of each activity, 
allowing the mixing of different sets and sources covering various topics. The complexity comes from 
the skills required to handle large volumes of data from different standards and formats. 

http://dynamicinsights.telefonica.com/smart-steps/
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Governance 

In regulated industries, such as the telecom sector, while explicit approval of consumers is typically 
not required, regulators need to be informed of transfers of raw data to end users. Upon review, 
regulators may subsequent limit any financial flows between the end user and the data producer or 
prevent transfer of individual data from data producers to any third party, including end users. In 
other sectors and regions, individual consent is often required on the part of individuals to have 
their data shared while others might accept implicit compliance.  

Risks 

There is a significant increase in operational risks for data producers that transfer data sets outside 
their premises. Consequently, data producers can be reluctant to send individual data to any third 
party, including possible end users. Safety issues include firewalls, different security and 
accreditation levels, backup procedures and infrastructure, secured connections, management 
processes, etc. Any data owner transferring individual data to a third party could potentially be held 
liable for any subsequent breach of privacy or misuse of that data. 

Types of data and purpose of use 

Transferring data sets to end users would be most appropriate in the following contexts: 
● Skills and use cases: telecom operators that have invested less in technical skills and the 

local ecosystem. Such business model set up a transactional or commercial relation between 
end users and data providers, for instance telecom operators. There is limited need for the 
telecom operator to clearly understand and map the landscape of potential end users. 

● Types of data: limited need to integrate third party data sources unless the end users play 
the role of data broker and integrator. In most cases, such a business model allows telecom 
data to mix with the end user data. 

• Governance: technical capacities of the ecosystem to deal with large volumes of data and 
security requirements, e.g. privacy issues, secured transmission and hosting of data. 

 

Example 11: Orange’s Data For Development challenges 
 

The best known examples of this model are the two Data For Development (D4D) challenges 
organised by Orange. De Montjoye et al. (2014) described the data set in detail. The goal of the 
contests was to develop value-added applications ranging from disease monitoring to public 
transport improvement for developing countries using telecom data. The winners were invited to 
implement their applications in practice. The contest captured the interest of hundreds of 
research groups across the world and, to share data in a secure manner, Orange only shared 
portions of data and always in a highly aggregated form. One of the data sets released 
represented the number of calls between cell towers; another represented the rolling two weeks 
mobility information for a sample of the individuals at tower level and another represented 
mobility information for another sample at district level. 
 

Sources:  
http://www.d4d.orange.com/en/Accueil  
http://arxiv.org/pdf/1407.4885v2.pdf  

http://www.d4d.orange.com/en/Accueil
http://arxiv.org/pdf/1407.4885v2.pdf
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4.3 Remote access 
In the remote access model, data owners provide full data access to end users while maintaining 
strict control on what information is extracted from databases and data sets. In this model, personal 
identifications are anonymized, but no coarsening is actually made on the data. The data does not 
leave the premises of the data owner; rather, the end user is granted secured access to analyse the 
data and compute the relevant metrics. The end user is then permitted to extract only the final 
aggregated metrics once the data analysis has been completed. This method is often used in 
research, in specific partnerships between the data owner and a group of researchers, under very 
strict non-disclosure and data usage agreements. Strict monitoring of the input and output traffic on 
data storage devices is carried out to ensure no data is removed. The main incentive in this type of 
model is that users benefit from free research resources on their data. 

Technical environment 

The remote access model has similarities with the in-house production model. A key difference, 
however, is that the operation of connecting remotely to the raw data is outsourced to an external 
party. This requires stability in terms of connection to the infrastructure of the data producers, 
although it demands less in terms of specific skills from the data producer. The model allows for 
various third parties to access the same data sources, with only limited involvement and investment 
from the data producers. It might, however, still require some technical investments on the side of 
the data producer, such as (i) server capacity to host the raw data, algorithms and outputs; (ii) 
maintenance capabilities to secure sustainability and continuation; and (iii) development skills to 
ensure the anonymization of individual data. 

Governance 

The remote access model does not require any physical transfer of data but it is still likely to require 
regulatory approval, especially in certain sensitive industries like healthcare. Contractually, it may 
also be more complex if the data producer uses a third party, e.g. a technical party, to manage 
remote access. Despite additional intermediary costs, there are obvious benefits, such as 
specialization and specific cross-industry knowledge with a potentially large decentralized network 
of contacts and relations between end users, data producers and third parties. All of this limits the 
systemic risk of failures but increases the distribution of responsibilities and the risk of leaks from 
the weakest links. 

Risks 

With remote access there should be no increase in operational risks as only aggregates can be 
transferred. However, there are still potential risks from anyone attempting to identify groups of 
people or individuals by leveraging the aggregates from the third parties accessing the data. In 
addition, competitors of the data producers may seek to derive commercial and strategic insights 
from the aggregates advertised or shared by the third parties accessing the data. 

Types of data and purpose of use 

The remote access model would be most appropriate in the following contexts: 
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• Skills and use cases: best suited in the context of an early stage market where there is no 
clear use case and relevant end user. In this case, the third party is in charge of matching 
data providers and potential end users. 

• Types of data: the possibility of mixing a large number of data sources, which depends on 
the data brokerage capacities of the third party. Depending on the third party, this model 
allows rich insights to be derived and possibly address complex use cases. 

• Governance: a governance structure in the ecosystem exists and there is strong third party 
activity in the market. Such governance might be defined externally (e.g. regulator or NSO) 
or internally (e.g. the third party data aggregator). 

 

Example 12: Data for Good initiative by Real Impact Analytics ; Flowminder in Nepal 
 
The Data for Good initiative by Real Impact Analytics, a Belgian Big Data start-up, is an example of 
the remote access model. In this project, the company accesses telecom data within the secured 
environment of the operators and produce valuable insights for local authorities and non-
governmental organisations concerning urban development or the spread of disease. These 
insights are exported via mobility maps or recommendations on where to act to control the 
spreading of a disease, without any personal information being released. Similarly, after the April 
2015 earthquake, the organisation FlowMinder was given access to telecom data in Nepal directly 
at the operator’s premises in order to produce maps of population displacements. These maps 
were shared with the United Nations to coordinate emergency response. 
 
Sources:  
https://realimpactanalytics.com/en/data-for-good  
http://www.flowminder.org/case-studies/nepal-earthquake-2015  

4.4 Trusted 3rd party 
In the Trusted 3rd party (T3P) model, neither the data owner nor the data user support the security 
burden of hosting the data themselves. Instead, both parties rely on a trusted third party to host the 
data and enable secured access to the data source. 
 
The data is anonymized in the sense that personal identifiers are protected by hashing techniques. In 
addition, the end user does not have direct access to the raw data. Instead, end users must make a 
request for reports or other intermediate results to the T3P, which ensures protection of the data. 
 
This model is often facilitated by commercial contracts allowing the data owner to monetize its data. 
In addition, the T3P method can be well suited for regulatory initiatives, e.g. where a country 
requires its telecom operators to store copies of mobility data in a vault hosted by a T3P which is 
linked neither to an operator nor to the government. This data can then be accessed, for instance, in 
the case of a natural disaster. 

https://realimpactanalytics.com/en/data-for-good
http://www.flowminder.org/case-studies/nepal-earthquake-2015
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Technical environment 

The T3P model requires a technical infrastructure, such as a trusted cloud, in which each data 
producer can securely store its data. This requires a large data storage capacity and stable 
connections. Underlying data cannot leave the premises of the data producers, which implies that 
some anonymization and a level of aggregation needs to be carried out within the infrastructure of 
the data producers. Such a model facilitates the mixing of different data sources.  

Governance 

This business model is highly centralised around a single trusted third party who is subject to a 
number of laws and regulations designed to protect privacy and ensure the security of data in 
general, especially personally identifiable information. Standards or accreditation agencies may also 
be required to certify the third party’s credentials.  

Risks 

The T3P model is high risk and requires significant investment to establish appropriate checks and 
balances on the T3P. In a sense, the risks of sharing with an external party are doubled when a T3P 
gets involved, as the number of external parties handling data has similarly doubled. The T3P model 
implies a certain trade-off between cost and convenience, on the one hand, and safety and security 
on the other. 

Types of data and purpose of use 

The T3P model would be most appropriate in the following contexts: 
• Skills and use cases: a strong set of technical skills and connections to the potential end users at 

the level of the party hosting the data is needed. 
• Types of data: a large range of options to mix different types of data is required, allowing rich 

insights to be derived and possibly complex use cases to be addressed. 
• Governance: significant governance is needed as data is managed outside the premises of both 

the data provider and user. 
 

Example 13: Emergence of Personal Data Stores, OpenPDS project 
 
An emerging example of the T3P model can be found in the emergence of Personal Data Stores 
(PDS). These are companies that store personal data of individuals from different sources (telecom 
companies, social networks, mobile applications) and, with the individual’s consent, provide 
secured access to the data to T3Ps wishing to use it. The secured access does not permit direct 
access to the raw data, but will rather handle user queries such as “has this user been in 
neighbourhood x in the last two weeks?” In this model, user identifiers are always anonymized 
and the PDS has a personal contract with each individual, meaning this happens at the initiative of 
the individuals themselves as a way to monetize their own data.  
 
A practical example of such an application is OpenPDS, developed by the Massachusetts Institute 
of Technology (MIT) Media Lab. OpenPDS stores personal data in a secured environment and 
allows only access through a question and answer system. The questions and answers are 
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organised in such a way that it prevents re-identification of individuals from the answers 
themselves. In addition, individuals sharing their data in this way have control over which end 
users can access their data. This tool is currently being tested in a number of research 
experiments. 
 
Source: http://openpds.media.mit.edu/  

4.5 Moving algorithms rather than data 
In this model, shared algorithms allow the reuse of software by several private data owners wishing 
to perform similar analytical functions on one or several data sets. For example, such a model may 
be effective in a case where several national telecoms operators wish to estimate population density 
(or other population patterns) based on their collective data. The data sets from different operators 
do not need to be necessarily merged. Instead, while the analytical functions performed on each 
data set may be identical, the data sets themselves can remain separate and under separate control. 
Results can be arrived at independently by each operator, and the aggregated results can later be 
merged to arrive at a comprehensive national or regional analysis.  

Technical environment 

The algorithm model addresses some of the challenges faced by companies in developing internal 
competencies for managing and analysing large data sets. Overall, this model may require less 
technical competence (than for example a pure in-house model), or at least the investments and HR 
resources to perform such analysis can be shared. Investments still need to be made in: (i) training 
packages to use the algorithms; (ii) standardization of the connectors/connections to the underlying 
raw data; and (iii) standard interpretations of the outputs and capacity to translate them into 
insights and actions. All these components are key to securing the existence of a standardized 
product which can then be moved from one data producer to the next. 

Governance 

Data producers are responsible for running algorithms and providing access to aggregated results. 
They may be required to manage relations with the parties developing and using the algorithms. The 
data producer may also provide support and maintenance of the software. 

Risks 

The algorithm business model limits risks as most of the analyses are run within the infrastructure of 
producers for each data set. Data producers also control access to the outputs of the algorithms, 
thereby further limiting the potential for leakage and other risks. 

Types of data and purpose of use 

The algorithm model would be most appropriate in the following contexts: 
• Skills and use cases: technically strong service providers would be necessary as this business 

model needs to establish a connection between algorithms and data. In addition, there is a 
need to build visualisation or decision-making tools. 

http://openpds.media.mit.edu/
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• Types of data: as algorithms need to be standardised in terms of data inputs, this imposes 
constraints on the complexity of the data that can be used. 

• Governance: there is no need for a strong governance of the ecosystem in this case as the 
algorithms are decentralized and publicly available.  

 

Example 14: Open Algorithms project 
 
The Open Algorithms (OPAL) project provides an open platform and ready-made algorithms that 
allow private companies to run predefined algorithms autonomously in their own secure 
environments and output only the aggregated results. This method provides a unified open-source 
platform to the private data owner community allowing them full control over the process. 
Algorithms can thus reduce the workload for private companies as the software is already written 
and they also prevent external parties’ direct access to the actual data source. 
 
Source: http://opalproject.org/  

 
 

 
 
 

5. Conclusions and recommendations for policy actions 
This paper starts from the premise that access to new data sources, in particular data collected and 
stored by private organisations, can bolster NSOs in their efforts to provide reliable and actionable 
insights. This potential is evident in a number of ways. 
 

http://opalproject.org/
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Data from private sources can complement or replace the existing data and approaches being used 
by NSOs. When used in a responsible and methodologically sound manner, corporate data can: 

• Increase the scope and breadth of NSOs’ insights around existing and new metrics (including 
those related to the SDGs) which are otherwise hard to measure using existing data sets or 
costly to develop. For example, mobile and transport data can provide mobility and activity 
patterns to expand insights on economic well-being; 

• Improve the quality and credibility of NSOs’ data and analysis by merging existing NSO data 
sets with new ones that may validate or complete them; 

• Enable more timely and more regular data analysis than data collected by NSO surveys. For 
example, social media streams can be used to “nowcast” social developments (in contrast to 
census data). 

• Enable NSOs to leverage new (big data) methodologies and tap into new talent thus allowing 
them to become more innovative; 

• Decrease NSO costs of analysis by limiting or complementing more expensive surveys. 
 

As a result NSO users and those setting public priorities and policies can gain new and more granular 
insights into existing problems, in turn allowing them to become more agile, effective and innovative 
in problem solving and decision making. The granularity of large data sets is of particular importance 
and can facilitate policy makers’ efforts to target specific communities or locations that are 
otherwise overlooked. In addition, private data may have a freshness or immediacy (particularly 
when it is regularly updated) that allows policy makers to set policies based on near-real-time 
conditions, rather than on the picture often offered by data sets from more conventional sources 
such as public censuses or surveys.  
 
Despite these clear potential benefits, NSOs do not always find it easy or simple to access private 
data. A number of challenges exist - most prominently that private companies may be unwilling to 
offer access to their data due to the risk of losing competitive advantage, privacy and legal 
considerations, or the potentially high cost of setting up the necessary technical infrastructure and 
skill sets to enable data sharing.  
 
Nevertheless, this paper argues that a number of incentives exist for private companies to work with 
NSOs. These include the possibility of gaining new analytical skills, reputational improvement, 
generating additional revenue, enhancing regulatory compliance and demonstrating corporate 
responsibility. The growing prevalence of data sharing initiatives suggests that companies are 
recognising the incentives and advantages, albeit slowly, of making their data available for the public 
good.  
 
Widening access to corporate data sets will require substantial efforts by a variety of stakeholders. 
The move from data shielding to data sharing will require a cultural shift in the way companies and 
governments manage their data. To enable real change, a multi-pronged approach is needed, 
including: 
 

a) Nomination of Data Stewards: A key challenge to engage with companies to access 
corporate data sources is the current lack of clarity as to which individuals are tasked or 
have the authority to consider data requests from third parties. In order to streamline data 
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collaboration, corporations should consider creating the role of “data stewards” to act as 
focal points for handling requests to access corporate data. These data stewards would be 
responsible for responding in a more effective and consistent manner to external demand 
for data, as well as coordinating with the various data actors within a company. 

 
b) Creation of Network(s) of experts: Networks should be created to share experiences and 

know-how on the sharing and use of private data sources. Networks of experts and mentors 
could also offer lessons derived from past experiences. 

 
c) Repository of case studies: To broaden the understanding of existing practices – both the 

successes and failures – and to inspire more experimentation, a repository of detailed case-
studies should be created highlighting innovative sharing practices, detailing what has 
worked, and why. 

 
d) Responsible Data Decision tree: To ensure that accessing corporate data sources does not 

harm individuals and organisations, a responsible data decision tree should be developed to 
help assess the benefits and risks of exchanging data. 

 
e) Common Trusted Sharing Environment: To avoid the burden associated with establishing a safe 

environment in which data can be securely shared without risk of compromising customer 
privacy, a common trusted data sharing environment should be created. This environment could 
be set up by private companies themselves, or by using the services of a T3P that would serve as 
an industry standard leader and setter.  

 
In conclusion, these recommendations suggest the need for NSOs to enter into partnerships with 
private providers. Those partnerships should vary depending on the data use and take account of 
the characteristics of the generic data access models described in the paper. 
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Annex 1. Survey on Data Access 
Company: 
Contact 
name: 
Contact 
email: 

 

 
1. Data access 

1. Does your company already provide data for use by official statistics/research bodies (what 
category of data, to whom, how often, in what format, costs etc.?) 

2. If not: 
a. Do you have plans to do so in the future? (When, what category of data, to whom, in 

what format, costs etc.) 
b. What is preventing your company from granting data access? (Data 

confidentiality/privacy issues, etc.) 
 

 
 
Which data types does the company handle or generate?  
 
Data Type (UNECE classification) Check and comment if applicable: 
1. Social Networks (human-sourced information)   
1100. Social Networks: Facebook, Twitter, Tumblr etc.   
  1200. Blogs and comments   
  1300. Personal documents   
  1400. Pictures: Instagram, Flickr, Picasa etc.   
  1500. Videos: YouTube etc.   
  1600. Internet searches   
  1700. Mobile data content: text messages   
  1800. User-generated maps   
  1900. E-Mail   
2. Traditional Business systems (process-mediated data)   
  21. Data produced by Public Agencies   
      2110. Medical records   
  22. Data produced by businesses   
      2210. Commercial transactions   
      2220. Banking/stock records   
      2230. E-commerce   
      2240. Credit cards   
3. Internet of Things (machine-generated data):   
  31. Data from sensors   
      311. Fixed sensors   
         3111. Home automation   
         3112. Weather/pollution sensors   
         3113. Traffic sensors/webcam   
         3114. Scientific sensors   
         3115. Security/surveillance videos/images   
      312. Mobile sensors (tracking)   
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         3121. Mobile phone location   
         3122. Cars   
         3123. Satellite images   
  32. Data from computer systems   
      3210. Logs   
      3220. Web logs   
 

 
 
2. Company perspective 

1. What demands do they have from statistical agencies regarding data access 
2. What are their view of statistical agencies and data demands  
3. What needs to change/improve in statistical agencies regarding data access requests 

 
 

 
3. Business model scenario 
If they do/plan provide access to their data, which of the business models do they use? 

1. Transfer of raw data 
a. Outsourcing of national statistical office functions. Activities which are typically 

conducted by an NSO are outsourced to a contractor on grounds of efficiency. 
b. Transfer of private data sets to the end user: Involves the physical transfer of 

databases to the end user according to a sharing protocol with clear terms and 
conditions which specify the purpose of the agreement, the quality of the data, each 
party’s responsibilities and the penalties for not respecting these. 

c. Transfer of private data sets to a trusted third party for processing and/or analysis. 
This model involves an intermediary analysing and disseminating (and possibly 
processing) data. 

2. No transfer of raw data 
a. In-house production of statistics by the data producer. In this type of arrangement, 

data is processed and analysed by the data producer, within its systems, which 
minimises any confidentiality risks. 

b. Use of Open Algorithms (Orange proposal) 
c. Remote access by a 3rd party to data sources (Real Impact Analytics model) 

 
 

 
4. Motivations for providing data access 

1. What are the actual or possible motivation and business arrangements?  
2. What is in it for the company?  
3. What level of financial compensation?  
4. What are the perceived potential reputational gains?  
5. Does the possibility exist to gain experience from NSOs in exploiting data?  
6. Would the threat of regulatory obligation enable data access? 

 
 

 
5. Data access agreements 

1. What kind of legal agreement (if any) is in place with users of data? 
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2. For multi-national companies would there be a preference for setting up agreements with 
countries or with regional regulatory bodies 

 
 

 
6. Data requests 

1. Have they received data requests from national agencies, researchers etc. (from whom, 
what type of data, how often etc.) 

2. Who in the company make decisions on data access? 
 

 
 
7. Technical issues 
What are the key technical issues and challenges in making data available? 
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Annex 2. Data Sources 

Telecom data 

Telecommunications companies generate a number of different data types, such as Call Detail 
Records (CDR), that documents the details of a telephone call or other telecommunications 
transaction (e.g. text message). The record contains various attributes of the call, such as time, geo-
localisation, duration, completion status, source number and destination number. Telecom data also 
includes information on network activity, internet usage, mobile money transfers and recharging of 
SIM cards.  
 
The complexity of accessing telecom data comes from: 

a) privacy - the need to protect privacy of the clients generating the data 
b) business - the need to protect the strategic and commercial insights from the telecom 

operator, as well as reputational concerns 
c) legal - the need to ensure compliance with regulatory and legal constraints and 

requirements   
d) technical - the need for telecom operators to provide at least the raw CDRs, which 

requires establishing a server and connection and ensure maintenance, especially in the 
context of a continuous data feed. 

Satellite data 

Satellite data can be defined as either publicly available images or privately owned images.  
 
Publicly available images are generally of medium resolution and high quality with different levels of 
correction and availability; available as long-term time series; and have a larger number of spectral 
bands available. They are also available free-of-charge. 
 
Privately owned images are generally of a high quality and high resolution with a limited number of 
visible bands, and are refreshed on a regular basis which improves their usefulness in identifying 
dynamics and patterns of underlying behaviours. Such images are not usually free-of-charge.  
 
In addition to images, satellites can record data such as tracking ships, aeroplanes, temperature and 
other measurement data. 
 
The complexity of accessing satellite data comes from the need: 

a) to secure the knowledge to transform images into insights and identify zones and details 
of interest 

b) to ensure high computational power and data storage capabilities necessary for 
processing images and storing insights 

c) for auxiliary data to support knowledge extraction, e.g. climate data, terrain models, etc. 

Social media logs 

Social media platforms such as Facebook and Twitter permit public access to anonymised extract 
files of their user messages via Application Programming Interfaces (APIs). These data can be used 
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with text editing software for applications such as sentiment analysis or using geo-location 
information for population movement.  
 
In some cases, Facebook or Google disclose information such as social contacts to assess credit 
scoring in the context of microloans and microfinance institutions in emerging countries or the basic 
analytics from Google to assess the spread of pandemic diseases based on keyword searches. 

Banking transaction data 

Commercial banks store large amounts of financial transaction data going back many years. These 
data remain the property of the banks and are not leveraged to address social or public questions 
due to customer confidentiality legislation.  

Retailer data 

Retailer data are widely used by official statistics bodies or specialised resellers in the form of 
scanner data. The data is purchased as a regular source of statistical information in particular for 
price statistics. 
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